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Abstract

The Earth’s gravity field reflects mass re-distribution on and in the Earth related to various
processes related to hydrology, glaciology, seismology, oceanography, and so on. So far these
gravity changes have been studied with gravity measurement at points on the ground, with
relative gravimeters, absolute gravimeters, superconducting gravimeters, etc. . In contrast,
satellite gravity observations make it possible to measure global gravity field with uniform ac-
curacy. GRACE (Gravity Recovery and Climate Experiment) satellites, which were launched
on March 2002, are composed of two identical satellites, and precise range measurements
between them provide information on the gravity field. Because GRACE can measure global
gravity field in a relatively short time, we can study its temporal variation.

GRACE mission has been producing scientific results on mass variations on seasonal and
inter-annual timescales, e. g. seasonal terrestrial hydrological cycles in low latitude regions,
melting of ice sheet and glaciers in high latitude regions. In this thesis, | discuss several kinds
of gravity changes which have not been well investigated so far, and explore new possibili-
ties of satellite gravity observations. With the results summarized below, | demonstrate that
satellite gravimetry can be a new sensor for not only lithospheric dynamics but also for hy-
drospheric and cryospheric processes. This "new eye” to see time-variable gravity will help

us solve complex geophysical phenomena in various time and spatial scales in the future.

(1) Co- and postseismic geoid height changes due to the 2004 Sumatra-Andaman Earth-
gquake
The great Sumatra-Andaman Earthquake, 2004 December 26, ruptured the eastern boundary
of the Indian Plate extending 1000 km from Sumatra to the Andaman Islands. This earth-
guake has been studied with various approaches such as observations with seismometers,
tsunami observations with tide gauges, crustal movement with Global Positioning System

(GPS), and so on. Earthquakes generally cause gravity and geoid height changes by mass per-



turbations. Coseismic gravjtyeoid changes due to the 2004 Sumatra-Andaman Earthquake
were detected by satellite gravimetry, but little has been known on the geoid behavior after
the earthquake. In this chapter, | mainly discuss postseismic geoid height changes found by
our analysis. The change was characterized by a slow uplift with time constaft@®fear.
Postseismic gravifgeoid height changes are considered to be caused by three mechanisms;
afterslip, viscous mantle relaxation, and pore fluifftdiion. The obtained postseismic geoid
height changes cannot be explained with simple afterslip or viscous relaxation of Maxwellian
upper mantle. In this study, the major mechanism is suggested to be the slow relaxation of
coseismic dilatation and compression by thfudiion of supercritical KO abundant in the

upper mantle.

(2) Acceleration terms in GRACE time-variable gravity and climate changes
Most of the past GRACE studies have modeled inter-annual gravity changes with linear vari-
ations, and little attention has been paid on the existence of quadratic terms, i.e. accelera-
tion/deceleration of the gravity changes. Here | study such quadratic gravity changes and
their link with the continental hydrological mass variations. On continents, time-variable
gravity mainly originates from changes in soil moisture, which is the time integration of water
fluxes, such as precipitation, evapo-transpiration andffutfahese fluxes have linear trends,
soil moisture would include quadratic changes. Hence temporal acceleration in gravity field
provide information on climate changes, which is of grave importance in understanding the
present-day global warming and in predicting the future. Here | solved for quadratic terms in
the mass variations worldwide using the seven years of GRACE gravity data. Comparison of
geographical patterns of the quadratic terms in GRACE data and hydrological model outputs
showed intriguing agreement in major areas, which provides independent assessment as to the

guality and validity of such hydrological models in inter-annual timescales.

(3) Seasonal and inter-annual gravity changes in Siberian permafrost from GRACE



Xi

Global warming causes gravity decreases in many places due to present-day melting of glaciers
and ice sheets. Such changes in the ice mass on land, in turn, would cause global sea level
rise. Recent warming is also known to degrade permafrost distributed over an extensive area
in the central and eastern Siberia. Lena, Yenisei and Ob are the three largest Eurasian Arctic
rivers running through that region. Hydrological dynamics in permafrost regions are peculiar
because of the impermeability of frozen soil. Here | discuss gravity increases in the Lena,
Yenisei, Ob river basins, comparing GRACE gravity data with observations of precipitation
and river run-& in seasonal and inter-annual time scales. Significant inter-annual mass in-
creases, comparable to a half of the glacial mass loss in Alaska, is found to occur in the three
river basins over the last 7 years. It was found that the increase in precipitation is directly
responsible for the increasing soil moisture there. The expanding water capacity in the per-
mafrost might also be indirectly contributing to the gravity increase by making it possible to
accommodate increasing water in soil. While the melting of glaciers and ice sheets on land
contribute to sea level rise, Siberian permafrost might play a role to partially suppress this

process by holding large amount of water.
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1 Introduction

1.1 Geophysical implications of gravity studies in earth sciences

Geodesy deals with the shape, size, rotation, and gravity field of the Earth. Since our planet is
composed of various materials with non-uniform distribution, its gravitational field shows local
variations known as gravity anomaly. These variations can help us explore subsurface mass dis-
tribution, and let us look into the interior of the Earth. Temporal variations in the gravity field
partly come from tidal forces from the Moon, Sun, and nearby planets. They are also caused by
the redistributions of masses on or within the Earth. For example, temporal gravity changes arise
by the seasonal changes of terrestrial water storage in hydrological systems. Gravity also changes
by the movement of the Earth’s rotational axis, mass redistribution in the interior of the Earth,
melting of glaciers and ice sheets, and so on. To know the time-variable gravity field enables us to
study various aspects of dynamics of the Earth.

As conventional ways of gravity measurement on the ground, there are relative gravimeters,
absolute gravimeters (AG), and superconducting gravimeters (SG) [Fig. 1.1]. These measure-
ments have dierent characteristics and are used for various purposes. Relative gravimeters use
precise springs and can measure local gravity fields accurated@llOrhey have an advantage
of being inexpensive and portable. AG directly measures accelerations of an object during its free
fall in vacuum. Its accuracy is better thanghl. AG has been used mainly to calibrate relative
gravimeters, but its direct geophysical application has been explored. For example, AG could
observe the movement of magma by nearly continuous measurements at a fixed point near active
volcano [e.g. Kazama and Okubo, 2009]. The most accurate relative gravimeter is SG. It has a
sensitivity to gravity changes on the order olyal. SG is suitable for long-term observations of

e.g. the Earth’s background free oscillations [Nawa et al., 1998] because of its high stability over



time. Such conventional gravimetry techniques are useful to understand gravity changes at a fixed
point occupied by the gravimeter. In contrast, satellite gravity observations make it possible to

monitor gravity field in a relatively short time with a uniform accuracy over the whole globe.

Fig. 1.1: Ground-based gravimeters. There are relative gravimeters (left), absolute gravimeters
(AG) (middle) and superconducting gravimeters (SG) (right)

1.2 History of satellite gravity observations

If forces acting on a satellite were only the gravitational force from the central body which is a
smooth sphere composed of uniform materials, the satellite would remain in a fixed orbit following
the Kepler's laws. However, our planet is neither smooth nor homogeneous, and deviate from a
sphere. Spatial and temporal variations in the Earth’s gravity field let the orbital elements slowly
evolve in time [Kaula, 1966]. Since the Sputnik 1 was launched in 1957, the gravity field of the
Earth has been observed by monitoring such changes in the orbital elements of satellites. The
first result of satellite gravity observation was made by the Vanguard 1 in 1958; they precisely
determined thel, term, which shows the Earth’s dynamic oblateness. In the 1980s, satellite laser

ranging (SLR) technique was used to constrain low degree components of the Earth’s gravity



field and their temporal variations. For example, SLR detected the secular decreaselof the
term [Yoder et al., 1983]. In the 1990's, Nerem et al., [1993] estimated monthly values &f the

and J; terms with SLR. Also, SLR found that the secular decreas® slowed down suddenly
around 1998 [Cox and Chao, 1998]. However, SLR is not accurate enough to constrain changes
of higher degrees in the Earth’s gravity. In 2000s, satellites dedicated to the measurement of the
Earth’s gravity field were launched to study the gravity field with high spatial and time resolutions.
GRACE, one of the satellite gravity missions, was launched on 17 March 2002 by American and

German space agencies.

1.3 The GRACE mission

The primary objective of the GRACE mission is to obtain accurate estimates of the mean and time-
variable components of the Earth’s gravity field variations [Bettadpur, 2003]. For this purpose, two
identical satellites were put into a polar, near circular orbit at 500km altitude with the inter-satellite
separation ok 220km [Fig. 1.2].

According to the mechanical energy conservation theory, the sum of the gravity satellite’s

kinetic energy and the potential energy is conserved,

“mAv? = —AU, (1.1)

wheremis massy is the satellite velocity and is the gravity potential. Actual quantity observed

by GRACE is the range rate between the two satellites, which contains information on the grav-
ity field. Non-gravitational forces, such as air drag, are measured on each satellite using a high
accuracy electrostatic, room-temperature accelerometer. The satellite positions are precisely mea-

sured using on-board GPS receivers. GRACE can map the global gravity field every 30 days with



Fig. 1.2: Image of GRACE (left). GRACE consists of two identical satellites coorbiting
at polar orbits as high as450km, with the separation of220km. (right) A GRACE
satellite has a senser to measure inter-satellites distances with K-band microwave (KBR),
a GPS receiver for orbit determination, and an accelerometer to correct for air drags.
(httpy/www.csr.utexas.edGRACE/publicationgbrochurgpagell.html)

a spatial resolution of a few hundreds of kilometers with ghal level accuracy. This satellite
mission also made it possible to quantify time-variable gravity field globally, which is important
for understanding on-going redistributions of masses in and on the Earth. Until now, GRACE has
detected various types of mass redistribution signals relevant to various research fields in Earth

sciences.

1.4 Recent studies with GRACE time-variable gravity data

Various studies of time-variable gravity changes have been published by many researchers since
GRACE was launched. Such changes cover seasonal to inter-annual timescales, and reflect the
mass re-distribution gim the Earth related to hydrology, glaciology, seismology, oceanography,

and so on [Table. 1]. Early scientific results of GRACE data include seasonal hydrological cycles



Seasonal Inter-annual Transient

Place | World wide (e.g. Amazon, CongoArctic regions (e.g. Alaskd) Sumatra

Ocean Ice sheets (e.g. Canada) Equatorial regions
Ocean
Hydrology Ice melting Earthquake
Sources Mass redistribution Glacial isostatic adjustment ENSO

Mass changes

Table. 1: Past studies by GRACE gravity data

in the tropical South America which showed good agreement with a hydrological model [Tapley
et al., 2004]. Seasonal gravity changes on land are dominated by hydrology [e.g. Strassberg et al.,
2007, Chen et al., 2007a]. In addition to seasonal changes, longer-term gravity changes come to
be detected in various regions. They include present-day melting of ice sheet in the coastal area of
Greenland [e.g. Luthcke et al., 2006], mass losses of the mountain glaciers in Alaska [e.g. Chen
et al., 2006] and in Asian high mountains [Matsuo and Heki., 2010]. Morishita and Heki [2008]
recently detected transient deviation from average seasonal gravity changes due to precipitation
anomalies associated with ENSO (El Nino and Southern Oscillation) episodes.

GRACE detected not only hydrological signals but also those from solid Earth, such as sec-
ular gravity increase by glacial isostatic adjustments (GIA) in northern North America [Tamisiea
et al, 2007] and in northern Europe [88n et al., 2009]. Faulting in an earthquake is associated
with mass redistribution, and is expected to modify gravity field. Han et al., [2006] detected co-
seismic gravity changes due to the 2004 Sumatra-Andaman Earthquake by GRACE for the first
time. Gravity changes also occurs as the ocean bottom pressure changes. GRACE has an advan-
tage that it can detect sea water mass changes directly, while other techniques such as satellite

altimetry measures the combinefileet of steric changes (e.g. thermal expansion) and mass vari-



ations. Chambers [2006] compared GRACE data with seasonal steric sea level variations derived
by altimetry. Recently, sea level rise signals were found in GRACE as the increase in the total

mass of the oceans [Cazenave et al., 2009].

1.5 The objective of this study

In this study, | discuss several kinds of gravity changes which have not been adequately studied
before, and explore new possibilities of satellite gravity observations. The contents of the chapters
in this thesis are summarized as follows;

Chapter 2Data and processing. GRACE gravity data are processed at three analysis centers,
and monthly data sets are periodically released on their web sites. Here | will describe how to
calculate time-variable gravity changes from such data sets, and how to reduce their noises with
various kinds of filters.

Chapter 3:Coseismigpostseismic geoid height changes due to the 2004 Sumatra-Andaman
Earthquake. Coseismic gravity changes due to the 2004 Sumatra-Andaman Earthquake were de-
tected with the GRACE data by Han et al. [2006]. Here | will show postseismic changes occurred
as well as coseismic changes, and will discuss how postseismic gravity changes occurred. This
part of the study has been already published in Ogawa and Heki [2007].

Chapter 4:Acceleration signals in GRACE time-variable gravity. Past GRACE studies have
modeled interannual gravity trends as linear changes. Little attention has been paid to the existence
of quadratic changes which is responsible for accelerateneleration of the gravity changes.

Here | will discuss geophysical implications of quadratic signals in the GRACE data.

Chapter 5Seasonal and inter-annual gravity changes in the Siberian permafrost region. While

gravity signals in high latitude regions often show decreases, the Siberian permafrost region show

a steady increase in gravity. Here | will discuss mechanisms responsible for the gravity increase



there.

Chapter 6Here | will summarize the study.



2 Data and Processing

2.1 Data

Processing and archiving of GRACE data are performed in a shared Science Data System (SDS)
between the Jet Propulsion Laboratory (JPL), USA, the University of Texas Center for Space
Research (UTCSR), USA, and the GeoForschungsZentrum Potsdam (GFZ), Germany. GRACE
raw observation data include gravity changes caused by changes in the atmosphere and oceans as
well as those on the surface of the Earth. The non-tidal variabilities in the atmosphere and oceans
are removed using the ECMWF atmospheric model and a baroclinic or barotoropic ocean model
driven by this atmospheric model [Bettadpur, 2007]. After these removals, time-variable gravity
signals on land become evident, and these signals have been linked to mass transports on or in the
Earth.

GRACE time-variable gravity data are composed of theffamients of spherical harmonic
expansion (Stokes’ cfigcients) of the global gravitational potential [Fig. 2.1]. | use the Level-2
Release-04 data sets from the UTCSR [Bettadpur, 2007], spanning)200300812 given in the
form of monthly sets of Stokes’ ciicients up to degree and order 60 (hfApodaac.jpl.nasa.gov
gracgdataaccess.html). Changes in gravity anomAly and geoid height\h can be expressed
as the diferent kinds of summation of spherical harmonics as shown in eq. (2.1) and (2.2). By
assuming that gravity changes are only due to change in the thickness of surface water [Fig. 2.2],

Awater, equivalent water thickness (EWT), can be calculated with eq. (2.3) [Wahr et al., 1998,

Chao, 2005].
Ag(0, ¢,t) = GR—I;/I ix(n -1) Z(ACnm(t) cosmyp + ASpm(t) sinmg)Pp'(coss) (2.1)
n=2 m=0



Nmax N

AN(D, ¢,1) =R > > (ACqm(t) cOSMY + ASnn(t) Sinmg) PR (coso) (2.2)

n=2 m=0

_ Roe & 2n+1¢ . m
Awater(d, ¢, t) = o n; Tk mzzo(ACnm(t) COSMp + ASnm(t) sSinmg)PT(cosd) (2.3)

The coordinate systemg, ¢, t) means (colatitude, longitude, timé&)js the Earth’s equatorial
radius. GM is the product of the gravitational constant and the mass of the Earth. The integers
n and m denote the degree and order, respectivé(coss) represents the fully normalized
associated Legendre functionaCn(t) and ASy(t) are the deviations from the static Stokes’
codficients, and contain integrated signals from all un-modeled graffitgts orin the Earth. In
the eq. (2.3) to calculate EWp, andp,, are the mean density of the Earth (5517 kg?jrand
that of fresh water (1000 kg T), respectively.k, is the load Love number of degree which
is to correct for the elastic yielding of the Earth. EWT is often used in discussing geophysical

implication of gravity changes by comparing with meteorological quantities.
mt— P By

N L/

Fig. 2.1: Schematic view of the Stokes’s @iagents [Heki, 2007]. Monthly sets of Stokes’ coef-
ficients up to degree and order 60 are provided.

Cyo represents the Earth’s oblateness, and this component can be only poorly constrained with
the GRACE data [Fig. 2.3]Cy0 values are replaced by those derived from the SLR observations

[Cheng and Ries, 2007].
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[S]

(Equivalent water thickness)

Fig. 2.2: Schematic view of equivalent water thickness. Equivalent water thickness can be con-
verted from the GRACE data taking account of the elastic response of the Earth using the load
Love number. Equivalent water thickness is useful in interpreting gravity changes as changes in
soil moisture.

4 - GRACE
3 - SLR i
s 27
g 1
x 0
9 -1 :
O ,.
-3 - |
-4 4 .

— :
2002 2003 2004 2005 2006 2007 2008
Time (year)

Fig. 2.3: Time-series o€, from GRACE and SLRC, from GRACE is from UTCSR RL-04
Level-2 dataC,p value from SLR is obtained from Cheng and Ries, [2007]. In this study, | adopt
C,o from SLR because their behaviors are more stable than those from GRACE.
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2.2 Spatial filtering

GRACE data are known to fier from correlated errors and short-wavelength noises, which makes
spatial filtering indispensable. In the maps of gravity changes [Fig. 2.4 (a)] and equivalent water
thickness [Fig. 2.4 (c)], short wavelength components are enhanced due to the faetdnsar

(2n + 1) shown in eg. (2.1) and eq. (2.3). On the other hand, the map of geoid height changes
[Fig. 2.4 (b)] highlights lower degree components. All these maps show correlated errors as
represented by longitudinal stripes. This result suggests a certain kind of correlation among the
Stokes’ coéicients in the GRACE data [Swenson and Wahr, 2006].

Here are some examples of Stokes’ ffi@@nts as a function of degrees for fixed orders [Fig.
2.5]. Correlations do not appear on the Stokes'fiicoients for lower orders. On the other hand,
significant correlations can be found in the fiméents with the ordem of 6-7 or higher [Fig.

2.5]. The plot of the Stokes’ cigcients shows that groups of deients with even degrees or

odd degrees are correlated within the groups, but there are no correlations between the two groups.
In this study, | reduced such noises following the method by Swenson and Wahr [2006]. In this
method, for a given Stokes’ cficient of order 6 and above, | fit the even and oddioients with
least-squares method using degree 4 polynomials as shown in Fig. 2.6. | then todkettemndes

from these polynomials as the true @ibgents. This is referred to as the "P4M6” de-striping filter

in Chen et al. [2007D].

When this step is applied to Fig. 2.4 (c), correlated noises (longitudinal stripes) are reduced
efficiently as shown in Fig. 2.7. This step can be used in gravity and geoid height changes as well.
However, relatively strong correlated errors still appear in low latitude regions. Random noises in
the GRACE data become larger for higher degrees. We can mitigate this problem by applying the

anisotropic fan filter which consists of low-pass filters along both the depaee ordem, using
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Fig. 2.4: Changes in gravity (a), geoid height (b) and equivalent water thickness (c) in July 2008
drawn without spatial filtering. In all maps the correlated errors appear as longitudinal stripes.
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the following equations instead of eq. (2.1), (2.2) and (2.3) [Zhang et al., 2009]:

Nmax n

Ag(6, ¢, 1) = GR—';/I D= DWh > Wir(ACnn(t) cosmg + ASnm(t) sinmg)PR(coss)  (2.4)
n=2 m=0

Ah(6,¢,1) =R ian Z Win(AChm(t) cosmg + ASpm(t) sinmg) Pp(coss) (2.5)
n=2 m=0

Awater(d, ¢, t) = Roe Z w, 2+t Z Win(ACnm(t) COSMg + ASnm(t) sinmg)PT(coss). (2.6)
=0

3)PT’”n:Z nl-i_knm

W, andW, are the filter weights for cdicients of degre@ and ordem, respectively. Filter

weights is defined as follows [Jekeli, 1981, Wahr et al., 1998]:

Wy = 1 (2.7)
1+e? 1
W]_ = 1——e_2b_5 (28)
2n+1
Whit = - b Wh + Wh1 (2.9)
In(2
b = @ _ (2.10)

(1-cosf/a))’

wherea is the radius of the Earth, is the averaging radius. Bérent averaging radius changes
filter weights [Fig. 2.8]. By eq. (2.4), (2.5) and (2.6), clear time-variable gravity fields can be
obtained [Fig. 2.9]. All maps show similar patterns, but it is obviously seen that geoid height

changes show lower degree components with larger weights [Fig. 2.9 (b)].
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n(m=14) [

=10
20 25 30 35 40 45 50 55 60

degree(order14)
Fig. 2.5: Stokes’ caicientsC,, as a function of degreesfor the orderm = 14. Correlation

of codticients of every other degree is strong for higher degrees, although it is not seen in lower
degrees.

odd(m=14)

degree(order14)

Fig. 2.6: Stokes cdicientsCn, as a function of degreasfor the orderm = 14. Codficients
are plotted separately for ciieients with even and odd degrees. Blue and Red solid curves are
modeled with polynomials of degree 4.
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Fig. 2.7: Equivalent water thickness after applying the destriping filter of Swenson and Wahr
[2006].

"weight: 350km” ——
"weight: 500km" =~~~

80 100

degree

Fig. 2.8: Spherical harmonic cfiientsW, of isotropic Gaussian filters with the averaging radius
of 350km (red) and 500km (green), respectively, used for spatial averaging of the GRACE data.
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Fig. 2.9: Changes in (a) gravity, (b) geoid height, (c) equivalent water thickness after applying
both the destriping filter and the 500km fan filter
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2.3 Time series analysis

As mentioned in Chapter 1, the Earth’s gravity field reflects the mass re-distribution on and in
the Earth on various timescales. There are gravity changes in longer timescales than seasonal.
They are called sometimes as "inter-annual’ changes and other times as "secular” changes. Sec-
ular changes often means changes whose rate does not change during the observation period. In
the gravity changes, they are associated with dynamics of the interior of the Earth, e.g. Glacial
isostatic adjustments (GIA), true polar wander (TPW). In hydrology and climatology, rate of such
changes often varies within the observation period, and we generally call them as "inter-annual”
changes. As for processes discussed in this thesis, they are gravity changes coming from hydro-
logical and glaciological processes, and | refer to them as "inter-annual” changes.

To discuss seasonal or inter-annual changes, the time-series of gravity at a given location (or a
grid point on the global map) obtained by eq. (2.4), (2.5) or (2.6) is analyzed using the following

expression with parameteray( as, to, ba, bs, 0a, 0s):

Masgt) = ag + as(t — tg) + ba Sin(wt + 8,) + bssin(2wt + 6s), (2.12)

where the last two terms represent the seasonal components (annual and semi-annual, respec-
tively). When we map seasonal changes, we discuss pararbginsglbs estimated by the least-
squares method at each point. On the other hand, when we discuss inter-annuahtrehdsld

be mainly discussed. By following this standard method, seasonal changes in equivalent water
thickness have been obtained [Figs. 2.10, 2.11]. Seasonal gravity and geoid height changes can be
calculated by this method as well. In Figs. 2.10, 2.11, it is clear that seasonal hydrological cycles
govern gravity changes in low-latitude regions. In addition, Fig. 2.12 shows the distributéan of

inter-annual trends in gravity, geoid height, and equivalent water thickness, respectively. These
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maps suggest that present-day melting of glaciers and ice sheets predominates gravity decreases
in high-latitude regions. Secular gravity changes due to GIA are seen in Canada and Scandinavia.
Thus, various kinds of the gravity changes can be made visible with this method. Here | discuss
several kinds of gravity changes by this method. Furthermore, | will evaluate the performance of

eg. (2.11) with the GRACE data, and propose an alternative model later in the following chapters.
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Fig. 2.10: Seasonal changes in equivalent water thickness (mm) from January to June. A 500-km
fan filter and de-striping filter applied. In low latitude regions, large amplitude signals are seen
due to seasonal hydrological cycles of terrestrial water storage.
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Fig. 2.11: Seasonal changes in equivalent water thickness (mm) from July to December.
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Fig. 2.12: Inter-annual trends in (a) gravity (micrqgal, (b) geoid height (mryr), (c) equivalent
water thickness (mygr). A 500-km fan filter and de-striping filter have been applied.
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3 Coseismigpostseismic geoid height changes due to the 2004 Sumatra-

Andaman Earthquake

3.1 Introduction

The great Sumatra-Andaman Earthquake, 26 December 2004, ruptured the eastern boundary of
the Indian Plate, extending1000 km from Sumatra to the Andaman Islands, and caused dev-
astating tsunami in the Indian Ocean. This earthquake has been studied by various approaches
such as the Earth’s free oscillations amplitudes [Park et al., 2005], array analysis by Hi-net in
Japan [Ishii et al., 2005], analysis of seismic body waves and surface waves [Ammon et al., 2005],
tsunami observations by tide gauges [Tanioka et al., 2006], tsunami signatures in satellite altime-
try [Hirata et al., 2006], crustal movement with Global Positioning System (GPS) [Vigny et al.,
2005], ionospheric disturbances [Heki et al., 2006], and resonant coupling between lithosphere
and atmosphere [Choosakul et al., 2009].

Earthquakes cause changes in gravity and geoid height by two kinds of mass distribution per-
turbations; uplift and subsidence of the ocean floor and Moho cause deformation of layer bound-
aries with density contrasts, and coseismic dilatation and compression of crustal and mantle rocks
cause the density changes of constitutive materials [Fig. 3.1]. Gravity measurements would help
us understand what goes on at depth as a new sensor in seismology. However, it hafibekn di
to detect coseismic gravity changes because of low accuracy and discontinuity of conventional
ground gravity measurements.

Meanwhile, a network of superconducting gravimeter (SG) stations and satellite gravimetry
made it possible to detect coseismic gravity changes. Coseismic gravity change was detected

for the first time in the 2003 Tokachi-oki earthquake by an SG array in Japan [Imanishi et al.,
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1. Crustal uplift/subsidence

Mantle

Fig. 3.1: Schematic of coseismic gravity changes. Dislocation at a fault causes the deformation
of layer boundaries with density contrasts. Also, coseismic dilatation and compression cause the
density changes of rocks.

2004]. With the GRACE data, Han et al., [2006] detected coseismic gravity changes due to the
2004 Sumatra-Andaman earthquake for the first time. Recently, possible detections of coseismic
gravity changes were reported by SG [e.g. Nawa et al., 2009; Imanishi et al., 2009]. However,

what happens in gravitgeoid height "after” an earthquake has not been known at all. In this

chapter, | try to detect postseismic gravity changes associated with the 2004 Sumatra-Andaman

earthquake with GRACE, and discuss their mechanisms.

3.2 Observations with GRACE

By the data and method described in Chapter 2, monthly geoid height at an arbitrary point can be
calculated by eq. (2.5). Here 350 km averaging radius is applied. In order to discuss coseismic and
postseismic gravity changes, | add two earthquake-related parameters to eq. (2.11): (1) coseismic

offset of the geoid heiglaty, and (2) postseismic slow geoid height chanageas follows:
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hpetordt) = ag + a1(t) + by sin(wt + 6,) + bssin(2wt + ) (3.2)

hatter(t) = ap + a1(t) + by Sin(wt + 6,) + bs sin(2wt + 65)

-t
+ag(l- exp(—Te) +ay, (3.2)

wherehpeordt) @andhyfier(t) mean the geoid heights before and after the earthquake, respectively.
te is the occurrence time of the earthquake, &rde shows the time after the earthquake. Fig.
3.2 shows the time series of geoid height at (a) a point in the Andaman Sea and (b) another
point around the Andaman Islands. To retrieve signals related to the earthquake, inter-annual and
seasonal changes which are expresseahaa;, b,, bs should be estimated using the part of the
data set notféiected by the earthquake. We then removed these non-seismic parts from Figs. 3.2
(a) and (b), and estimated coseismitseta; and postseismic geoid height changg$Figs. 3.2
(c) (d) ]. A large coseismic subsidence is observed in geoid at the point in the Andaman Sea [Fig.
3.2 (c) ]. Fig. 3.2 (d) shows that the coseismic vertical movement at the other point was smaller,
but a large postseismic change was found to last for a half year or longer there. The trend of the
change is positive (postseismic geoid upheaval), and the time comstért).6 year resulted in
the best fit.

Then, | applied eqg. (3.1) and eqg. (3.2) tx 1L degree gridded map to estimate the distribution
of coseismic and postseismic geoid height changes [Fig. 3.3]. In order to stabilize the solution,
the time constant of the decay of the postseismic changes$ixed to 0.6 year everywhere. As
shown in Fig. 3.2, typical post-fit residuals of the geoid height time series were 1-2 mm. Fig.
3.3 clearly show that (1) coseismic and postseismic geoid height changes have opposite polarities,

and (2) postseismic geoid height changes have relatively short time constant (0.6 year in this case).
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Fig. 3.2: Time series of geoid height changes at point (a) (N7, E96.5) and (b) (N10, E92) by
GRACE. Vertical gray lines show the occurrence time of the 2004 Sumatra-Andaman earthquake.
Light and dark gray curves are drawn by eq. 3.1 and eg. 3.2. (c) and (d) show same time series as
(a) and (b) but inter-annual and seasonal components have been removed.

In order to discuss the mechanism of postseismic geoid height changes, | shall discuss coseismic

geoid height changes at first. Then | will discuss how and why such postseismic geoid height

changes has occurred.

3.3 Modeling of coseismic geoid height changes

Coseismic gravitigeoid height changes reflect the deformation of boundaries with density con-
trasts between sea and crust, crust and mantle, and density perturbation of rocks by dilation and
compression. These quantities can be calculated using the program to calculate elastic response of
a half space to a rectangular fault by Okada [1992], following the method Han et al. [2006] used.
Here | calculate such coseismic geoid height changes a liftierelntly from Han et al. [2006].

First | assume fault parameters by Banerjee et al. [2007] and calculate surface and Moho up-

lift /subsidence [Fig. 3.4] as well as volume strain at a desired point in an elastic homogeneous half
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(a)
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geoid height changes(mm)
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Fig. 3.3: Geographic distribution of (a) coseismic jump of geoid height and (b) 1-year cumulative
postseismic geoid height change. Red and blue stars indicate points where geoid height time series
are shown in Figs. 3.2.
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Fig. 3.4: Coseismic uplifsubsidence in the 2004 Sumatra-Andaman earthquake. Fault parameters
are adopted from Banerjee et al. (2007).
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space [Okada, 1992]. Berence from a more realistic approach assuming spherical and layered
Earth would be< 10% because mass perturbations contributing to geoid deformation mostly occur
within 200 km from the fault [Cummins et al., 1998]. With the resultant displacements at sea floor

Usurface@Nd Mohouyohe, SMall mass perturbatiodsngrface dMmono Can be written as follows:

OMsurface = (Ocrust — PseadUsurfacd X, ) (3.3)

0MMoho = (Pmantle— Pcrus)UMoho(X, ¥) (3.4)

wherepsed] persut aNd pmantle @re densities of seawater, crust and mantle, respectively. Scalar
potential changes due to the displacemeitigispiacementis calculated by integrating the potential

by such small mass perturbatiafrs,

Gom
5Udisplacement=fdeS, (3-5)
s

whereG is the universal gravity constant. The distance from the point to the geasd;alculated
assuming a spherical Earth. By dividing scalar potentials by the surface gravitational acceleration

g, geoid height changes due to upbfibsidencéhgispiacementan be calculated [Fig. 3.5].

5hdisplacement: 5Udisplacemen{g (3-6)

Secondly, in order to calculate geoid height changes due to dilgfdimpression, a volume
strain,uxx + Uy, + Uzz Should be calculated. With the densities of cruglst and mantleomantie
small mass perturbations due to dilatatmmpression at a point in the crushe st and mantle

OMmantle @re calculated as follows.
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OMerust = Perust(Uxx + Uy + Uzz) (3.7)

OMmantle PmantidUxx + Uyy + Uz7) (3.8)

Geoid height changes due to dilatioompressionghgiatation, are calculated by integratirdgn

(= 6Udilatation) @and dividing them by [Fig. 3.6],

Gom
5Udilatation=ffdeV (3.9)

whereV indicates volume.

dhgilatation = 5Udilatation/g (3-10)

The Earth’s density structure used in this study was adopted from Han et al., [2006] [Fig. 3.7].
In Fig. 3.5 (c), 3.6 (c) and 3.8 (a), short-wavelength signals due to displacements are seen near the
fault, while those due to dilatatigcompression extend over a large area. Contribution of the latter
to geoid height changes is stronger than the former.

As mentioned in Chapter 2, GRACE data are composed of monthly spherical harmonic Stokes’
codficients up to degree and order 60. It is therefofidalilt to see short wavelength signals with
the GRACE data. In order to compare predicted coseismic changes with the observed changes
from GRACE, the original result [Fig. 3.8 (a)] needs to be blurred by reducing the short wave-
length components. In order to do that, | convert gridded result of Fig. 3.8 (a) into the spherical
harmonic co#icients by following Swenson and Wahr [2002], and applied 350km Gaussian filter

to the obtained the cdiécients [Fig. 3.8 (b)]. Please refer to Chapter 5.2.2 for more details. The
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patterns of Fig. 3.3 (a) and Fig. 3.8 (b) show good agreement. Profiles aldraj$é7/show good
agreement [Fig. 3.8 (c)].

The details of the data and analysis methods in Han et al., [2006], who detected coseismic
gravity changes with the GRACE data, are somewhgiedint from ours as summarized below.
First of all, their study is based on their own GRACE data analysis without using the spheri-
cal harmonics while we used public domain Level-2 data sets composed of StokEsieots.
Secondly, their obtained coseismic gravity changes is calculated by subtracting 4 month mean dif-
ference between 2005 and 2004, so their results may to some extent include an early part of the
postseismic changes. Their result shows negative gravity anomalies and the peak is located in the
Andaman Sea. The predicted gravity changes by the same method described in Chapter 3.3 shows
good agreement with the changes observed by GRACE. Our results thus reinforce the results by

Han et al., [2006] using a flerent quantity, i.e. geoid height.

(a)Sea floor (b)Moho (c)Total

80" 85° 90° 95" 1007 105° 110° 80" 85" 90" 95° 100" 105"

957 1007 1057 110°

L e e
-18 -12 -8 -4 0 4 8 12 18 -4 -3 -2 -1 0 1 2 3 4 -18 -12 -8 -4 0 4 8 12 18

geoid height changes(mm)

Fig. 3.5: Coseismic geoid height changes due to yglifisidence at sea floor (a), Moho (b) and
their total changes (c).
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Fig. 3.6: Coseismic geoid height changes ] due to dilatadt@npression in crust (a), mantle (b)
and the total (c).

Water (p = 1.025)

Crust (p = 2.750) .

Mantle (p = 3.30 g/cm3)

Fig. 3.7: Density structure of the Earth assumed in this study. We adopted these values from Han
et al. [2006]
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Fig. 3.8: (a) Predicted coseismic change in geoid height (mm) (b) same as (a) but a 350 km
isotropic Gaussian filter has been applied (unit: mm). (c) The profile of (b) and Fig. 3.3 along the
east-west line along the latitude of N7.0. Gray dots and a blue curve show GRACE observations

and predicted changes, respectively.
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3.4 Postseismic geoid height changes

Fig. 3.3 (b) has two peaks of signals, one near the Andaman Island and the other in Thailand. The
signals in Thailand is considered to be irrelevant to the earthquake as explained below. | applied
eg. (3.2) to a hydrological model, the Global Land Data Assimilation System (GLDAS) [Rodell et
al., 2004]. GLDAS model provides monthly water storage atlldegree grid points (See Chapter

4 for details). In order to compare the hydrological model with the GRACE data, | applied 350 km
Gaussian filter to the model and estimatedakterm in eq. (3.2) [Fig. 3.9]. A significant positive
signal was found in Thailand from GLDAS model, which means that the geoid uplift observed by
GRACE in Thailand was due to land hydrological processes. Thus, | regard the positive signals

only around the Andaman Island as postseismic geoid height changes.

80° 85° 90° 95° 100° 105° 110°
20° H

15°

-120-90 -60 =30 0 30 60 90 120

1-year cummulative equivalent water thickness (mm)

Fig. 3.9: Geographic distribution @ term in GLDAS hydrological model. A 350-km Gaussian
filter is applied so that we can compare it with Fig. 3.3 (b)
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The profile of the observed postseismic geoid height changes alohdrddd the GRACE
data [Fig. 3.10] suggests that the postseismic geoid uplifts are statistically significant. The 1-year
postseismic geoid height change is comparable in amount to the coseismic subsidence [Fig. 3.3].
This is the first detection of postseismic graygyoid height changes with satellite gravimetry, and
heir mechanism should be discussed. Postseismic changes in fgewityheight are possibly
caused by the following three mechanisms; (1) afterslip, (2) viscous mantle relaxation, and (3)

pore fluid dtfusion. I will examine these three mechanism in the next section.

on
|

o
]

Geoid height(mm)

80 90 100 110
Longitute (N7)

Fig. 3.10: The profile of the predicted postseismic geoid height change along the N7.0. Gray dots
show observed postseismic geoid height change®rfor bars are determined a-posteriori based

on the post-fit residuals of the geoid height time series. ekror bars are less than 2mm. Green

and blue curves show geoid height changes due to afterslip (with the 1-year cumulative moment
as large as one half the main rupture) and predicted decay of dilatation (we assumed that 30%
of coseismic dilatation has been released). Red curves show the postseismic model obtained by
combining the contributions from these two.
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3.4.1 Afterslip and viscous mantle relaxation

Interplate thrust earthquakes are usually followed by a large amounts of afterslips. Afterslips often
release seismic moments comparable to the main rupture [e. g. Heki et al., 1997]. They cause
surface displacements similar to coseismic jumps in direction with time constants from days to

years.
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Fig. 3.11: Co- and postseismic movements of the 2004 Sumatra-Andaman Earthquake observed
at a GPS point in Phuket [Hashimoto et al., 2006]. The postseismic movements are similar in
direction to the coseismic jumps.

Continuous GPS observations around the focal area demonstrated that this earthquake was also
followed by a significant afterslip, with the moment not smaller than a few tens of percents of the
main rupture [Vigny et al., 2005; Hashimoto et al., 2006]. For example, GPS time series at a station

in Phuket, Thailand [Fig. 3.11], shows large coseismic displacement in both north-south and east-
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west directions. Postseismic movements are in the same direction as the coseismic displacement.
In this station, vertical displacement is relatively small because the faulting occurred on a low-
angle thrust fault. After all, co- and postseismic displacements shows the same polarity, and the
polarity reversal between coseismic and postseismic geoid height changes found in Fig. 3.3 cannot
be explained by a simple afterslip. However, as shown in Fig. 3.11, afterslip actually occurred
and has caused gravity changes similar to coseismic changes. Therefore, Fig. 3.3 suggests that
another mechanism should be considered to cancel the gravity changes caused by the afterslip.
Viscous relaxation of the mantle also causes slow surface displacements. For example, current
oceanward crustal movements in Chile and western Argentine are explained by viscous flow of
mantle rocks with Maxwell viscoelasticity [Fig. 3.12 (a)] (with the viscositgf 2.5 x 10*° Pa
s) induced by the 1960 Chilean Earthquake [Hu et al., 2004]. Assuming the similar viscosity
structure beneath Sumatra, together with elastic modubfs40 GPa, the Maxwell tima/e of
relaxation becomes 20 years, i.e. this mechanism would hardly explain the 0.6 year timescale
changes discussed here. On the other hand, a Kelvin element viscosity [Fig. 3.12 (b)], representing
the delayed elasticity in a biviscous rheology~d5x 10’ Pa s is suggested to explain postseismic
crustal movement [Pollitz et al., 2006]. A Kelvin element viscosity can explain the short time
constant observed by GRACE. Moreover, if we consider low viscosity, it may be able to explain
the obtained time constant by GRACE. However, it iffidillt to explain the observed polarity
reversal between coseismic and postseismic geoid height changes even though time constant can
be explained. In order to explain the polarity reversal of geoid height changes and short time
constant, | make a case for the third mechanism, wafrsiibn around the down-dip end of the

fault.
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Fig. 3.12: The images of Maxwell substance and Kelvin substance.

3.5 Diffusion of Water

Pore fluid difusion causes postseismic changes opposite to the coseismic ones with relatively
short timescales fhsson et al., 2003]. Dilatation and compression associated with faulting disturb
distribution of pore fluid pressure, and the fluidfdses from the region with the increased pressure
(compression part) to the decreased pressure region (dilatation part) [Nur and Booker, 1972]. This
phenomenon has been supposed to occur in the uppermost crust, but we here suggest that it may
occur deep in the mantle by supercritical water that abundantly exists in subduction zones.

As mentioned in Chapter 3.3, coseismic volume strain can be calculated. For a thrust earth-
quake, two pairs of increasglcreased pore pressure changes are formed at the up-dip and the
down-dip end of the fault The cross section of coseismic volume strain due to the event clearly
shows a pair of compression (red) and dilatation (blue) around the down-dip end of the fault [Fig.
3.14]. The other pair at the up-dip end of the fault becomes much smaller in order to satisfy the
boundary condition at the ground surface. Around the down-dip end, water flow from the red
to blue parts would occur following the pressure perturbation [Fig. 3.13]. Buoyancy would also

encourage such upward flow in order to recover hydrostatic equilibrium disturbed by the density
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Fig. 3.13: Schematic view of coseismic dilatation (blue parts) and compression (red parts)
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Fig. 3.14: Calculated coseismic dilatation (blue parts) and compression (red parts)
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decrease of the shallow layer. Such mantle water flow will continue until the driving forces (pres-
sure gradient and gravity) vanish under the new hydrostatic equilibrium. By then, the dilatation
signal in geoid will be relaxed while dilatatimompression of the solid part (crustal and mantle
rocks) remains almost intact.

Here two questions arise here to explain the observed geoid height changes.

(1) Dilatatiorfcompression due to the earthquake occurs in 30km-50km in Fig. 3.14. Is the
mantle water ample enough to allow such an adjustment in such a depth ?

(2) The observed time constant of postseismic geoid height is 0.6 year. Can mantle water
diffuse that fast?

| will discuss these questions.

The coseismic volume strain is mostly within20evel around the down-dip end [Fig. 3.14].
Water in oceanic crust of subducting slabs is released at the depth of a few tens of kilometers
(depending on thermal structure), which theffudies into the wedge mantle and serpentinize
mantle rocks [lwamori, 1998]. Recent petrologic studies suggest water content as high as 0
weight percent or more in the upper mantle of back arc [Kelley et al., 2006]. That is, the weight
percent of HO down there is much larger than the coseismic dilatation and compression. So
movement of just a small portion of the total water could compensate density perturbation caused
by such small dilatatigicompression.

As for (2), the pressure filerence lets the pore pressure obejudion equation:

oP(r,t)
o = VP (3.11)
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Fig. 3.15: Time constant of the pore pressuréudion for distances 1 km and 20 km as functions
of the volume fraction of pore fluid. Three kinds of viscosity of the pore fluid2100™, 10™°
Pas, are assumed.

Eq. 3.11 is most easily solved as follows [Nur and Booker, 1972],

1 - expg—r?/4ct)
r

P(r,t) = A sing, (3.12)

wherer, 6, c are the distance from the fault end, angle from the fault, the pore pressius\iiy,
respectively.c is calculated byk/nB. Therek is permeabilityy is the viscosity of pore fluid, and
B is bulk compressibility. With the pore pressurdfdsivity ¢ and a travel distanck, the time
constantr is expressed by?/4c [Nur and Booker, 1972]. That is, time constant for pore fluid
diffusion depends on permeability and viscosity of pore fluid. Fig. (3.15) shasgsa function

of ¢, and for diferent values of. (Lkm and 20km) ang. The quantitys is fixed to 2.5x10™1*
Pal. Due to ambient high pressure and temperature, water{0) Hehaves as supercritical fluid

whose viscosity is closer to gas (PPas level) than to liquid (16° Pa s level). The time constant
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7 of 0.6 year is realized with the volume percent efHof ~ 1% and with the viscosity 10 Pas.

Mantle water difusion can therefore take place or d year timescale required to fit postseismic
geoid changes with reasonable hydraulic parameters. With equation 3.12, it is possible to calculate
water difusion around the down-dip end of the fault. Assuming the pdfasivity, c, is 3.2 n¥/s,

| simulated water dfusion in 10 days, 100 days=(0.6 year) and 1 year using an arbitrary fault
geometry [Fig. 3.16]. Fig. 3.16 suggests that 0.6 year céingdi pore pressures around the down-

dip end of an arbitrary fault by the upward movement of the fluid from the increased (red) part to

the decreased (blue) part.

3.6 Discussion

Afterslip causes uplifsubsidence and dilatati@mmpression similar to the main rupture, and may
leave geoid depression signature similar to Fig. 3.8 (b). However, such geoid depression might
recover to some extent by simultaneouidiion of mantle water as the afterslip slowly goes on.
Therefore geoid signal of afterslip may lookidrent, i.e. composed more of upl#ftibsidence
signature and less of dilatatimompression signature. Fig. 3.10 shows the "model” postseismic
geoid uplift profile, calculated as the mixture of the decay of the coseismic dilatation signature and
afterslip. The model assumes that an afterslip with the one-year cumulative moment release equal
to one half of the main rupture has occurred, and that 30% of the coseismic dilatation signature has
disappeared. In this result, observed postseismic geoid height changes may be explained by pore
fluid diffusion to a certain extent. This model is not unique, e.g. we could consider less afterslip
and more decay of the coseismic dilatation, and vice versa. We did not consider viscous mantle
relaxation here, but its contribution to geoid changes should grow in time and merits long-term
attention.

Since Ogawa and Heki[2007] was published [Table 2], many studies related to postseismic
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Fig. 3.16: Simulated water fllision calculated using the equation (3.12) (arbitrary unit and fault
geometry). | assumed the pordfdsivity ¢ of 3.2 n?/s. The obtained increaseecreased pore
pressure (a) has been relaxed in 10 days (b), 100 éa@$(year) (c) and 1 year (d).
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gravity/geoid height changes due to the Sumatra-Andaman earthquake have been published. Some
papers discuss only geodetic aspect of the issue, e.g. how to detect postseismigggraslity
height changes. While we applied least square methods to the obtained time series [e. g. Ogawa
and Heki, 2007; de Linage et al., 2009], some people estimated postseismic parameters by stacking
of 1 or 2 years data and retrieving théfdrences [e. g. Chen et al., 2007, Panet et al., 2007]. On

the other hand, de Viron et al. (2006) proposed a method based of the Empirical Orthogonal
Function (EOF) analysis. These papers suggest that positive ggaatgt height could change

with a relatively short time constant as shown in the table. 2. Some papers also discuss geophysical
aspect of the issue. While Ogawa and Heki [2007] explained the obtained postseismic with pore
fluid diffusion, Panet et al. [2007] tried to explain the observed postseismic gravity signals by
low viscosity materials beneath the active Central Andaman Basin. Hasegawa et al. [submitted]
interpreted that postseismic gravity changes can be interpreted byffexedt types of afterslips,

fast slip in the shallow zone and slower slips in the deeper zone. Recently, modeling of pore
pressure recovery after the earthquake has been discussed in terms of stress perturbation [Hughes
and Masterlark, 2009]. The true mechanism of postseismic gfgeiyd height changes are yet

to be clarified by longer term observations of gravity field and crustal deformation.
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Reference Mechanism Characteristics

Ogawa and Heki [2007] Pore fluid difusion First detection
(Partly afterslip) Time constant. ®year

Panet et al. [2007] Viscous mantle relaxation Time constant:

3 and 9 months

Chen et al. [2007]

de Viron et al. [2008] Detection by EOF analysis

de Linage et al. [2009] Time constant:
0.7year

Hasegawa et al. [under revision] Afterslip Time constant:

1 ~ 2 months and lyear

Table. 2: Recent studies about postseismic gragétyid height changes by GRACE
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4  Acceleration signals in GRACE time-variable gravity in relation to

inter-annual hydrological changes

4.1 Introduction

Many geophysical and climatic changes have been studied using time-variable gravity (TVG) data
from the twin-satellite mission of GRACE which was launched in 2002. As described in Chapter
1, in addition to a seasonal TVG, a long-term TVG trends began to be detected in various regions.
They include gravity signals of the present-day melting of ice sheet in the coastal Greenland [e.g.
Luthcke et al., 2006] and mountain glaciers in Alaska [e.g. Chen et al., 2006], and secular TVG
increase by glacial isostatic adjustment (GIA) in northern North America [Tamisiea et al., 2007]
and northern Europe [Sten et al., 2009]. Inter-annual TVG in Greenland indicated that the ice
loss has been accelerating there [Velicogna and Wahr, 2006].

With the accumulation of available TVG data exceeding 7 years in time span at present, it is
now imperative and feasible to examine temporal variation of the trend. Such a variation, for any
given geographical location, constitutes by definition an acceleration signal in TVG, which | shall
simply model with a quadratic polynomial, or a parabolic function, in time within the studied time
span. The acceleration in TVG naturally reflects the acceleration in the cause of TVG, that is, the
mass transport in the Earth system. In particular, | shall focus on continental hydrological mass
variations: any temporal acceleration thereof is obviously of grave importance in monitoring and
understanding of present-day global climate change, as well as in predicting the future. Such is
already the case in the observed sea level rise, as emphasized in the Intergovernmental Panel on

Climate Change (IPCC) 2007 report [Binflet al., 2007].
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4.2 Data and Processing

For the TVG signals whose sources are mass transports occurring on the Earth’s surface, one can
directly and uniquely convert the observed TVG into surface mass density changes [Chao, 2005].
By the data and method described in Chapter 2, monthly 1° gridded changes is calculated in
terms of equivalent water thickness (EWT). Here 500 km averaging radius is applied to eq. (2.6)
to reduce higher degree noises. At this stage, | disregard any non-surface processes, which are
not among the main interest of this chapter, such as the GIA that would have hardly any quadratic
acceleration signals.

The EWT time series of any given location is then analyzed to look for hydrological accel-
erations as follows. If the goal is to study a linear temporal trend in TVG, the common practice
is to model by eq. (2.11). The cfiienta; is to account for any linear trend in mass variation
over the observed period. Although the time derivative of the non-seasonal part of eq. (2.11) does
not mathematically depend aror epocht, different studied periods often yieldfidrent trends.
For example, with time-series of EWT at arbitrary points in Eastern Europe [Fig. 4.1 (top)], such
trend looks quite dferent between the first and the second halves of the time span. That is, the
increasing trend in the first half reverses itself in the second. The opposite is seen in the equatorial
region of Africa [Fig. 4.1 (bottom)]. In such cases, apparent trend changes can be a part of the
inter-annual variability or just a result of a couple of anomalous years, so a discussion on trend
without specifying a specific epoch is often inadequate, especially as the data time span increases.
To better account for possible temporal accelergtieceleration, therefore, | add an additional

quadratic term with cdécienta; to eq. (2.11) as follow:

Masgt) = ag + aq(t — to) + ax(t — to)? + ba Sin(t + 62) + bssin(2wt + ) (4.1)
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Fig. 4.1: Time-series of EWT from GRACE data at arbitrary points in Eastern Europe (top) and
Africa (bottom). The dots show observed data by GRACE. The curves is just connected with each
gray dot.
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Now the time derivative of eq. (4.1) dependstpand we need to specify epochs in addressing
the trend. Note that the cfiienta; represents the "instantaneous” trend at the epgdm fact,
linear trends of EWT with a dlierent epoch show fierent pattern [Fig. 4.2]. Here | let the epoch
to = 2006.0, the mid-point of our time span. In that caaggcoincides with the average trend
as recovered using eq. (2.11). The parameters in eq. (4.1) are estimated with the least-squares
procedure. | plot the geographical distribution of the resultant values of the laeaith epoch

tp) and quadraticay) codficients for EWT in Figs. 4.3 (a) and 4.3 (b), respectively.
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Fig. 4.2: Linear trend of EWT using fierent epochs from the GRACE data. Each linear trend is
estimated at epochs 2004.0, 2005.0, 2006.0, 2007.0 and 2008.0 from the top.
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Fig. 4.3: (a) Mean linear trend (epoch 2006.0); and (b) quadratic accel¢dstiaheration of EWT
from GRACE data, 2003-2008 (a 500-km fan filter and de-striping filter applied).
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4.3 The statistical significance

In a wave number domain, it is well known that degree variance of static gravity field is inversely
proportional to the square of degree. This is what we call Kaula’s rule-of-thumb. In addition to
static gravity field, degree variances of seasonal component and linear trend obey Kaura’s rule
[Ogawa and Heki, 2006]. They also found that seasonal component up to degree 25 and linear
trend up to degree 20 showed significant signals with the GRACE data in an early version. With
the GRACE data in the latest version, the estimated linear and quadratic terms up to degree 50
remain well above formal uncertainties, scaled so thatythef the post-fit residuals becomes
unity, and obey the Kaura’s rule [Fig. 4.4 (a)]. The fim@ents with degrees 50 have large
uncertainties but they littleffect the recovered gravity changes as shown in Fig. 2.8 drawn with
the 500 km Gaussian filter.

In order to test whether the models with higher degree terms are statistically significant, we
calculated the Akaike’s Information Criterion (AIC) [Akaike, 1973]. A smaller AIC means a better
model. AIC certainly decreases when we add the quadratic term. However, AIC still decreases as
we further add higher order terms. These results may mean that the GRACE time series do carry
some significant information in their higher order terms. It general, root-mean-square (RMS)
residual decreases as the degree of polynomials increases. Fig. 4.4 (b) shows that this is the case,
and the RMS residual notably decreases from the model with linear function to the model with
quadratic function for each Stokes’ dheient, while RMS residual does not change much by
adding any of the higher degree terms.

After all, although GRACE data may have useful information in terms higher than quadratic
polynomial functions, | here discuss only the implication of adding the quadratic terms in modeling

the TVG over a 7 years time span. We would be able to discuss higher tefiicgestly as the
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total time span of the data increases.

4.4 Results and Discussion
4.4.1 Origin of quadratic signals

Changes in the continental hydrological water storage in both forms of surface soil moisture and
underground water are the main cause for (surface) TVG on land, as observed by the GRACE
data. Here | discuss possible origins of quadratic changes in water stovaggolverned by the
land-water budget equation:

dw
G =P-E-R (4.2)

whereP, E andR are the precipitation, evapotranspiration and ffyrrespectively. If any of these
fluxes contains a linear signal of the forat,+ g, it would translate into a quadratic signal in water

storage:

1
W= écyt2 + Bt + const (4.3)

Conversely, acceleration in the water storage implies a linear trend in the combination of the

three hydrological fluxes.

4.4.2 Comparison between quadratic signals by GRACE and liner trend by precipitation

data

Thus, let us first compare GRACE data with the linear trend® @stimated from meteorological
data. Crowley et al. [2006] showed good agreement between groundwater changes from GRACE

data and the integrated monthly precipitation anomalies within the Congo Basin of Africa. Mor-
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ishita and Heki [2008] compared the valuef E from meteorological data with anomalous
changes in soil moisture related to El NiSouthern Oscillation episodes from GRACE data.
Both studies integrat or P — E to compare withV, and assume constaRtwvithout better infor-
mation. Here [, instead, directly compare linear trends in the both sides of eq. (4.2). The quantity
dw/dt in eq. (4.2) can be obtained from GRACE data by calculating (i) monthly EWT at grid
points as shown in eq. (2.6), and (ii) their month-to-montffiedénces at these points. Then |
could calculate its trend by estimating the linear term in the time serid8dt using eq. (2.11)

[Fig. 4.5]. This is equivalent to directly estimating the quadratic terms in GRACE with eq. (4.1)

[Fig. 4.3 (b)].

0 30° 60" 90° 120° 150” 180° 210° 240° 270° 300° 330°

Trend of dW/dt(GRACE)

) mm/month/year
-60 -30 -12 -07 0.7 1.2 3.0 6.0

Fig. 4.5: Linear trend ofiW/dt from GRACE. The same spatial filters as the GRACE data have
been applied.

In parallel, monthly worldwide precipitation data are available from CMAP (Climate Predic-
tion Center Merged Analysis of Precipitation) at 2.5 degree grids. CMAP provides merged

precipitation data using rain gauge, satellite observation and NCEP (National Centers for Environ-
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mental Prediction) model output. | apply the same 500 km fan filter to allow direct comparison
with the GRACE data. | then mod@ with eq. (2.11) to determine its linear trends, and show
them in Fig. 4.6 (the original values in mimonthyear is converted to those in nyeayyear to
allow direct comparison with Fig. 4.3 (b)). These trends constitute the contributiBriaé in

eg. (4.3). Since precipitation data on Antarctica has poorer quality, | plot Fig. 4.6 frolnt80

60°S.
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Trend of Precipitation

e I rmm—— ) mm/year/year
-70 -40 -20 -7 7 20 40 70

Fig. 4.6: Linear trends if® from the CMAP meteorological data. The same spatial filters as the
GRACE data have been applied.

As noticed by comparing Figs. 4.3 (b) and 4.6, both show clear systematic patterns in wide
areas of Africa, Eastern Europe, Siberia, Southeast Asia, and central North America. It is natural
that they do not match in places where ice sheets or glaciers exist, such as in Greenland or Alaska
because GRACE reflects not only soil moistures but also ice meting. The signals of ice melting
are often much stronger than precipitation.

The guantities shown in Fig. 4.6 should be twice as large as those in Fig. 4.3 (b) as indicated

by the factor 12 in eq. (4.3). However, the former is obviously much larger than that. This
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is consistent with the fact tha& is only the input of the hydrological budget that determines
dW/dt or W, and one has to take into account the water los& @ndR for a full comparison.
Unfortunately | find the latter not feasible at present. | have tried various ways to evRlu&er

E alone from atmaospheric general circulation model (GCM) data, for example using water balance
in the atmosphere [Oki et al., 1995] or using temperature, hours of sunlight and precipitation data
[Hamon, 1963]. They do agree well on the seasonal behavior, but not on the linear trends over the
studied period of time. Even when | use the same methodfereint atmospheric GCM outputs

to evaluateP — E, the results for trends often disagree [Fig. 4.7]. The same applies for the model
output forR; at present their inter-annual behavior does not close the water budget as dictated by
eg. (4.2). Nevertheless, the point of comparing the spatial distribution of the trePevibh the
quadratic changes in the GRACE data is to confirm readily that a direct relationship exists between

them, the former as the source and the latter the consequence of the water budget.
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Fig. 4.7: Linear trend oP — E from NCEP model output and ECMWF model outputs
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4.5 Comparison between GRACE and hydrological model outputs

To further validate the GRACE results with those from independent sources, | estimate the same
parameters from the Global Land Data Assimilation System (GLDAS) [Rodell et al., 2004].
GLDAS/Noah model provides snow, canopy and soil moisture dataxail degree grid points,
except for Antarctica and Greenland where meteorological data are inadequate or unavailable. Al-
though GLDAS terrestrial water changes in some regions show fairly good agreement with TVG
from GRACE for their seasonal variations [Tapley et al., 2004, Syed et al., 2008], reliability of
inter-annual changes in GLDAS hitherto have not been discussiciently yet. Here | estimate
linear and quadratic terms from GLDASoah data at grid points, and apply the same 500 km fan
filter as | did for GRACE data.

While linear trend of precipitation corresponds to quadratic changes of the GRACE data, now
it is able to compare directly linear signals of continental water storage in GLDAS [Fig. 4.8 (a)]
and GRACE [Fig. 4.3 (a)] over the globe except Antarctica and Greenland. The spatial pattern of
the amplitude of GRACE and GLDAS trends agree fairly well in Africa, eastern North America,
northern Australia, and, to a lesser degree, near Amazon River and Siberia. On the other hand,
GRACE shows a larger negative trend in Alaska than GLDAS because the latter does not include
the melting of mountain glaciers. GRACE data, however, also include non-hydrological gravity
changes, for example, GIA signals in Northern Canada and Scandinavia, and co-seismic [e.g. Han
et al., 2006] and post-seismic [e.g. Ogawa and Heki, 2007] gravity changes associated with the
great 2004 Sumatra-Andaman earthquake (see Chapter 3).

Next, | compare Figs. 4.3 (b) and 4.8 (b) for the quadratic signal. There are good agreements
in the patterns of GRACE and GLDAS in many major areas. Acceleration signals (in red) are

seen in both cases in equatorial Africa, Southeast Asia, western Siberia and to a lesser extent in
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Fig. 4.8: Same as Fig. 4.3, except for the GLDAS hydrological model output. Greenland and
Antarctica are excluded.
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central North America and Alaska. Similarly, deceleration signals (in blue) are seen in both cases
in Eastern Europe and Southern South America. On the other hand, their amplitudes are somewhat
different, and the dlierences tend to be larger in regions near large rivers. In general, the GLDAS
values are on a smaller side, suggesting an underestimation of the hydrological model on the inter-
annual and longer timescale. One common reason for such a model underestimation is the fact
that the adopted models tend to be conservative and revert to the climatology when and where
actual data are weak or inadequate. Moreover, in the present case, the anonialesglito, and
hence are largelyftset by, opposite changes Rimainly due to the fects of rivers and partly
due to groundwater storage; the time constant of the latter is much longer than the former. As the
nominal depth of soil layers treated in GLDAS is 2 meters, groundwater is not considered in its
output. The present result may suggest that groundwater plays a non-negligible role in regulating
W on inter-annual timescales. As for signals in Antarctica, GRACE can only estimate linear and
guadratic changes. In Fig. 4.3, gravity of Pine Island Glacier in West Antarctica decreases rapidly.
For a case study in more detail, | focus on Eastern Europe in the comparison between Figs.
4.3 (b) and 4.8 (b), where the GRACE quadratic signal much exceeds that of GLDAS. This might
be partly because GLDAS, being a continental model, does not model Caspian and Black Seas.
Generally speaking, long-term gravity changes in oceanic areas are much smaller than those on
land. Relatively small oceans surrounded by continents, however, might show signals comparable
to land regions. For example both GRACE and altimetry detected relatively large seasonal signals
in the Mediterranean Sea [Garcia et al., 2006]. In fact, Swenson and Wahr [2007] showed a
positive trend in GRACE gravity in Caspian Sea up to 2006. Thus, | also analyze average mass
changes in Caspian and Black Seas with the GRACE data as shown in Swenson and Wahr [2006].

At first, | calculate spherical harmonics dheients of land mask which shows the shape of an
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object area.
1 21 T
W= — f f 96, p)PM(cosh)cosmg sinddode
T Jo 0
1 21 T
pm = 4_7rf f ¥(6, ¢) PP (coss)sinme singdade, (4.4)
o Jo
where,

36, @) 1 (forinside) (4.5)

3O, @) 0 (for outside ) (4.6)

There 0, ¢) means (colatitude,longitude). The integarandm denote the degree and order, re-
spectively. ThePp' is the fully normalized associated Legendre-polynomials. This can be made
using the source codes by Masanori Saito, available on line from the web page of the Geode-
tic Society of Japan (httffwwwsoc.nii.ac.jpgeod-socontentghook/program.html). Secondly,

with AC,m(t) andAS,m(t) which express the deviations from the static Stokeshments of the

GRACE data, time series of equivalent water thickness can be calculated:

in " (9060, )ACom () + 96, H)AS(0) )

Roe -
Awater(t) = —
30w &4 1+kn
Adopted parametels, pw, Ky are the same parameters as described in Chapter 2.1. In this result
shown in Fig. 4.9 (blue curves), clear deceleration signals (an increase~2005 followed by
a decrease after2006) are seen in both seas. Indeed, looking at the linear trend of precipitation

[Fig. 4.6], precipitation decreases linearly in the whole regions. The changes of precipitation
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should also be seen in the sea surface height (SSH). Therefore, | make use of the satellite ocean
altimetry data from AVISO (httg/www.aviso.oceanobs.cgerydatdproductgsea-surface-height-
productgglobajindex.html) to compare directly with GRACE quadratic changes. | multiply an
empirical factor to the SSH in accordance with Swenson and Wahr [2007]. Their agreement shall
not be expected because GRACE data only reflect the mass variation while the altimetry gives
the total SSH which also includes the steric contribution. Nevertheless, a similar deceleration
(actually "acceleration” of decrease) is also present in the altimetry data for Caspian Sea [Figs.
4.9, 4.10]. SSH in Black Sea shows similar but weaker deceleration. Its seasonal amplitude is
also significantly smaller than that in GRACE. This may be because Caspian Sea, being a closed
water basin, would have accumulated, or integrated, such trend ffiectively than did Black

Sea, which is connected (although indirectly) to the global ocean system. The phases are seen to
differ between mass changes from the GRACE data and sea surface height from the altimetry data.

This difference suggests that it takes some time for the thermal expansion to occur.
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Fig. 4.9: Time series of EWT in Caspian Sea (top) and Black Sea (bottom). Blue curves show
the mass changes from GRACE gravity data in the two regions. Red curves show the corrected
sea surface heights from AVISO at arbitrary points in these regions. Dashed curves show best-fit
guadratic functions.
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Fig. 4.10: Distribution of Quadratic terms in sea surface height changes from altimetry data. De-
celeration signals are seen in both of Caspian Sea and Black Sea.

4.6 Conclusions

With the GRACE data over 7 years, | find that a quadratic variation of TVG is significant both
in wavenumber and space domains. Quadratic terms are significant in many regions, including
equatorial Africa, Eastern Europe, central North America, Southeast Asia and Amazon basin,
whereof | need to specify epochs in discussing TVG trends. Comparison with meteorological data
suggests that the trends®have a similar distribution téV, according to GRACE although | still

lack accurate knowledge of inter-annual changel endR to study fully the continental water
storage. Nevertheless, | confirm that the quadratic term in TVG would be a manifestation of the
linear trend ofP. Hydrological model GLDAS, which includds andR, also shows geographical

patterns of linear and quadratic changes in intriguing agreement with those of GRACE in major
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areas. GLDAS tends to underestimate the inter-annual changés which may suggest the
inadequacy of GLDAS in modeling the contribution of groundwater transport. The comparison
indicates for the first time that both the GRACE observation and the GLDAS hydrological model
are monitoring the inter-annual variability by yielding qualitatively "correct” estimates for inter-
annual mass variations. Further quantitative comparisons of the accelglatieleration terms

will provide independent assessment as to the quality and validity of the hydrological models for

inter-annual applications.
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5 Seasonal and inter-annual gravity changes in the Siberian permafrost

region from GRACE

5.1 Introduction

The inter-annual gravity trends [Fig. 2.12] in Chapter 2 show clear increases in Canada and Scan-
dinavia due to glacial isostatic adjustment (GIA), a delayed viscous response to melting of past ice
sheets. In addition, global warming seems to cause gravity decrease in many places due to present-
day melting of glaciers and ice sheets, for example, Greenland [Velicogna and Wahr, 2006], Alaska
[e.g. Chen et al., 2006], Patagonia [Chen et al., 2007b] and Asian high mountains [Matsuo and
Heki., 2010]. Their rates of ice loss observed by GRACE are,£238 gigaton (Gtlyr in Green-

land, 101+ 22 Gfyr in Alaska, 279 + 11 Gyyr in Patagonia, and 4¥ 13 Gfyr in Asian high
mountains, respectively. Such changes in the ice mass on land cause global sea level rise. Ac-
cording to the IPCC 4th Assessment Report [Bifiédal., 2007], about a half of the observed sea
level rise during 1993—-2003 can be explained by thermal expansion, while the other half is due to
melting land ice. Lemke et al. [2007] suggested that surface air temperature will increaSe by
degrees in 100 years in the Arctic region due to global warming. Such a climate changffentay a

not only ice sheets and mountain glaciers but also the permafrost distributed over the extensive
Arctic area.

Lena, Yenisei and Ob are the three largest Eurasian Arctic rivers running through the Siberian
permafrost region [Fig. 5.1, Fig. 5.2]. There, increasing discharge to the Arctic ocean is observed
(~ 2.0 gigatoriyr) [Peterson et al., 2002]. On the other hand, inter-annual gravity trends [Fig.
2.12] show significant mass increases in these river basins. GIA activity is considered to be absent

in central-eastern Siberia, even though it lies in the same latitude band as Canada or Scandinavia
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Fig. 5.1: Topography of Siberia and the three major river basins.
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Fig. 5.2: Distribution of permafrost. Darkest blue shows continuous permafrost. Darker Blue and
white show discontinuous, sporadic permafrost. Blue shows isolated permafrost
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because this region has very thick permafrost. The permafrost thickness reaches a few hundreds
of meters here, which reflects the absence of an ice sheet in the last glacial maximum (LGM), i.e.
lack of ice cover enabled deep penetration of the cold temperature. The reason why this region
was not covered by an ice sheet is the small precipitation. Actually, the central-eastern Siberia is
the driest region in the world covered with forest [Sugimoto et al.,2003]. The annual precipitation
there is only~ 200mm. Indeed, the currently accepted past ice model, ICE-5G (VM2) [Peltier,

2004], does not consider GIA signals in Siberia [Fig. 5.3].

ICE-5G Thk(m) at 18 kBP

180" 270" 5 an” 180"
m

180° 270"

1
-0t Rnn 1000 ABO0 2000 PROD 3000 annn sonn

Fig. 5.3: Thickness of ice cover in the ICE-5G Model at the last glacial maximum. [Peltier, 2004]

Consequently, the observed increase of gravity in Siberian permafrost regions may be of hy-
drological origins. Hydrological dynamics in permafrost regions is peculiar because the imper-
meability of frozen soil prohibits melt water from migrating into depth. Moreover, excess water

from summer rains does not always ruffi, dut can be stored as ice lens during winter. Such
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water could be used in the next dry summer, and stabilize the Taiga forest in such a dry region
[Sugimoto et al., 2003]. The response of permafrost to global warming is an important issue, but
has not been addressedimiently. Now that GRACE can observe water storage directly, we try

to discuss hydrological dynamics in the permafrost region in the recent warming environment.

5.2 Data and Processing
5.2.1 water budget

We will compare water storage obtained by two independent data sets in the three river basins
(Lena, Yenisei, Ob). Change in water storafy@f) is expressed by the following equation, similar

to eq. (4.2).

1
AW= | (P-E-R)t (5.1)

to
whereAW is the increase terrestrial water storage in a moR{H; andR are the precipitation,
evapotranspiration, and rufiprespectively. GRACE can obserwd/, the water storage. On the
other hand, water storage can be estimated from eq. (5.1) by integratirgthe ¢ R), ground-
based observation data. Hegeandt; are the first and the last days of the month. Monthly
worldwide precipitation P) data are available from CMAP (Climate Prediction Center Merged
Analysis of Precipitation) at 2.5 2.5 degree grids, as explained in Chapter 4. RufiR) obser-
vation data in the Arctic regions are available from httpns.unh.edtt We assume that discharge
at river mouth represents the total discharge in the river basin. This data set provid&srruno
volume per unit time (if/s). We convert it into monthly rufbheight (mmimonth) by dividing
it with the drainage area. As we mentioned in Chapter 4, evapotranspir&jads (lifficult to

measure. According to Hamon [1963], potential evapotranspiration (PET) can be calculated by



70

putting data such as temperature, hours of sunlight and precipitation into the following equation:

e*
PET=208-D- ===, (5.2)

whereD is the hours of sunlight (hourY, is temperaturéC) ande® is saturation vapor pressure

(kPa). The hours of sunlighD), can be calculated as follows [Dingman, 2002]:

_2 cos[-tanf) - tan(A)]
w

D

(5.3)

wheres andA are declination and latitude, respectively.is the angular velocity of the Earth’s

rotation & 0.2618 raghr). ¢ is given by this equation:

180 _
§ = = .[0.006918- 0.39912: cos{’) + 0.070257- sin()
T

—0.006758 cos(R) + 0.000907 sin(®)

~0.002697 cos(B) + 0.00148 sin(8)] (5.4)

whererl’, the day angle, can be calculated with the day number of the Jear,

_2-m-(J-1)

r=="—5 (5.5)

At latitudes greater than 66.5the absolute value ofJtan() - tan(A)] can exceed unity. In this
case,D should be zero or 24 because there is neither sunrise in winter nor sunset in summer. In

order to calculat®ET, €* also should be known. We used temperature data from NCEP (National
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Centers for Environment Predictiorg’. can be calculated by the following equation;

173-T

e* = 0611 exp(m

). (5.6)

According to Thornthwaite and Mather [1955], evapotranspiratinig proportional to po-

tential evapotranspiratiorPET), that is,

E =f x PET, (5.7)

where f is the reduction factor determined a-posteriori. This reduction factor can be calculated

using the water budget method [Thornthwaite and Mather, 1955]. The appropriate vdlug of

obtained to achieve the seasonal balance betd@#dT andP - E - R, i.e.

—~-P-E-R (5.8)

Evapotranspiration can be estimated by modifying the above equations as follows,

foET:P—R—C:jltV (5.9)
_ P-R-dw/dt

f (5.10)

PET

The reduction factof,, depends on vegetation. Penman [1948] showed the annual average reduc-
tion factor was determined as 0.75 for southern England. According to Arai [2004], a value from
0.6 to 0.7 is used for Japan as the annual average reduction factor. Here we determine the factors

f for the Lena, Yenisei and Ob river basins, respectively.
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5.2.2 Signals in an interest area

Water storage, precipitation and evapotranspiration provides information on quantities at grid
points while rundf data are averaged over river basins. In order to compare water storages ob-
served by GRACE with those by ground-based data, averaged changes in the studied area have
to be compared with changes at gridded points. As described in Chapter 1, the Gaussian filter is
applied to GRACE data to reduce short wavelength noises. Such filtering leads to signal leakage
across the border of the region of interest. For example, Fig. 5.4 shows how signals changes with
different averaging radius. There, | apply the eq. (4.4) to the shape assigning 1 for ocean and O for
land, and recover gridded map. In order to compare the water storage observed by GRACE with
that by ground-based data directly, the same Gaussian filter should be applied to ground-based
data. In order to solve these problems, we need to (1) make a land mask which shows the shape
of each river basin and (2) calculate averaged time-series of water storage from the GRACE data
and the ground-based data with the same land mask and Gaussian filter.

As for (1), | make * x 1° land mask, which has values 1 within the studied region and
0 outside it, using free Geographic Information System (GIS) software, Geographic Resources
Analysis Support System (GRASS). GRASS can choose an arbitrary watershed area and make
a set of gridded data}(d, ¢). In order to do (2), | converf(8, ¢) into the spherical harmonic
codficients, 95, 95, With eq. (4.4). WithdS, and¥:,, | obtain averaged time series of EWT
from the GRACE data in each river basin by applying eq. (4.4). As for the ground-based data, |

recover gridded mamasK@, ¢) with Gaussian filter:

Nmax N

maske, ¢) = > > WaWn(@ + P9, (5.11)

n=2 m=0

whereW,, andW, are the same filter weights for déieients of degre@ and ordem. Here we
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Fig. 5.4: Comparison of the signal leakages witliatent averaging radii. Here | assign 1 within
the region of interest, and zero outside [Top].
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use 300 km averaging radius @, andW, to both GRACE and ground-based data.
By multiplying maskKo, ¢) by precipitation or evapotranspiration gridded d&¢é, ¢, t), aver-

aged time series of EWT from ground-based data can be obtained in each river basin

AEWT(t) = é f f (6, ¢, 1) - masko, ¢) sinodade, (5.12)
S

whereS is the drainage area. After getting the average time-variable water storage, precipitation,
evapotranspiration and rufipl compare water storage from gravity data and from ground-based

observations in seasonal and inter-annual timescales.

5.3 Average seasonal changes in the Siberian permafrost region

Before discussing seasonal water budget in the Siberian permafrost region, | define winter as the
period from November to April and summer from May to October. Due to impermeability of
frozen soil, permafrost and non-permafrost rivers ha¥kedint hydrological dynamics. In the
permafrost, high discharge is seen in summer due to snow melt, and discharge is very low during
winter [Ye et al., 2009]. Therefore, the model shown by the eq. (2.11) in Chapter 2 is not enough.
Here | obtain its average seasonal changes using the 2003 — 2008 data of GRACE gravity and
ground-based observations in each basin [Figs. 5.5, 5.6, 5.7].

We discuss water budget in a river basin using four parameters as mentioned in eq. (5.1) in
general. So far, it was veryfliicult to observe water storage and evapotranspiration while precip-
itation and runé can be observed with ground-based observations. Now GRACE can measure
water storage directly, and this makes it possible to constrain evapotranspiration by eq. (5.10).
When we adopt 0.400 and 0.565 as #®ET factor (f) for the Lena and Ob river basins, re-

spectively, water storage curves from the GRACE data (gray curve) and ground-based data (black
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Fig. 5.5: Average seasonal changes in the Lena river basin. It shows good agreement when the
reduction factor { = E/PET) for evapotranspiration is 0.400.
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Fig. 5.6: Average seasonal changes in the Yenisei river basin. It shows poorer agreement even
with the most suitable reduction factadr)(of 0.330.
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curve) show good agreements for these river basins [Figs. 5.5, 5.7]. The value of 0.400 and
0.565 are smaller than those shown in Penman [1948] and Arai [2004]. This may come from the
difference of climate and vegetation.

Looking at the relation between water storage and water fluxes in the Lena river basin [Fig.
5.5], for example, we can see that accumulation of snow is directly reflected in water storage
because discharge is very small due to frozen soil. In the spring thaw, high peak of discharge and
sudden increase of evapotranspiration let the water storage drop rapidly. In early summer, a large
amount of evapotranspiration and rdiflet water storage slowly decrease. However, water storage
starts to increase in late summer when summer precipitation exceeds the evapotranspiration and
runaf, and starts to fill the dry soil. It is notable that the characteristic hydrological dynamics in

the permafrost can be seen in the gravity data.
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unoff |
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Fig. 5.7: Average seasonal changes in the Ob river basin. it shows the best agreement when the
reduction factorf was 0.565.
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However, it shows poorer agreement for the Yenisei river basin even with the most suitable
reduction factor {) of 0.330 [Fig. 5.6]. In order to see what is responsible for the poor agreement,
| split the studied region into the upstream and downstream regions at a point shown in Fig. 5.8
(b). Ithen calculated averaged seasonal changes in upper and lower regions separately [Figs. 5.8
(b), 5.9]. The downstream region of the Yenisei river shows a reasonable agreement. However,
the upstream region showed a fairly bad agreement. The poor agreement as seen in Fig. 5.6
may hence come from the upstream region. There are several large-scale hydroelectric dams in
the upper region of the Yenisei river. Among others, the Bratsk reservoir and the Krasnoyarsk
reservoir are one of the largest reservoirs in Siberia with 169 &ma 73.3 kr water capacities
[Yang et al., 2004]. In Fig. 5.9 (a), we can see that the fiudoes not show sharp increase
associated with the spring thaw because upper region of the Yenisei river does not freeze. The
runaf shows stationary values throughout a year there owing to the regulation of the flow by the
dams. The shapes of the Bratsk and the Krasnoyarsk reservoirs are located very close the border
of the river basin area. GRACE signals from these dams might have been partially suppressed

because we used a spatial averaging filter.
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Fig. 5.8: (a) Average seasonal changes in the downstream of the Yenisei river basin. The
dividing of the downstream and upstream part is shown by the red dot point in map (b)
[http://rims.unh.eddata.shtml]. The reduction factérwas assumed to be 0.750.
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Fig. 5.9: Average seasonal changes in the upstream of the Yenisei river basin. The reduction factor
f was assumed to be 0.100, but this value hardly makes sense since it does not close the water
budget.
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5.4 Increase of water storage in Siberia

While the melting of ice glaciers and ice sheets on land contribute to sea level rise, GRACE data
show that significant inter-annual mass increase has occurred in the Siberian permafrost region
over the last 7 years [Fig. 5.11]. The mass increase of these river basinsagega@ortyr, 129
gigatorfyr, and 96 gigatoriyr in the Lena, Yenisei, and Ob river basins, respectively [Fig. 5.10].
The total increase is comparable to a half of the annual glacial mass loss in Alaska. Chao et al.,
[2008] suggested that water impoundments in artificial reservoirs worldwide significantly reduced
the rate of global sea level rise. The Siberian permafrost might play the same role, impounding

water and reducing global sea level rise as a huge natural reservoir.

30° 60° 90° 120° 150° 180°

e Trend of water depth (mm/yr)
80 40 -15 -5 5 15 40 80

Fig. 5.10: Inter-annual change of equivalent water thickness using GRACE data. GRACE shows
significant inter-annual mass increases in the three river basins over the last 7 years (30.7, 12.9,
and 9.6 Gtyear in the Lena, Yenisei, and Ob river basins, respectively.)

Here we integrat® — E — Rto derive changes iW, which can be compared with the GRACE
data. Since rund data in the Yenisei river basin may have some problems as described in the

previous section, | discuss only the Lena river basin and the Ob river basin. Figs. 5.12 and 5.13
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suggest that the two data sets of independent origin show good agreement both in the intra- and
inter-annual changes in the Lena river basin. The rates of mass increase6&e 1045 mnyyr

from GRACE and 1B + 1.1 mmyr from the integration of ® — E — R) there. On the other hand,

the Ob river basin shows an increase trend M6 1.96 mmyr from GRACE and 18 + 1.67

mmyyr from the ground-based observations. It does not agree well, but the both data sets show
clear linear increase there.

Although the GRACE data can go back only to 2003, the ground-based data are available
from 1990 to present. Applying the same reduction factorEHdo data before 2003, we could
discuss how water storage (i. e., integral®HE — R)) has changed since 1990 [Figs. 5.14, 5.15].
Comparison between water storage in the Lena river basin and global surface temperature anomaly
from NCDC [Figs. 5.14, 5.15] suggests that the water storage tends to increase in accordance with
the global surface temperature. Especially, in the large ENSO episode during 1997-1998, the
water storage shows a remarkable increase. In contrast, the Ob river basin does not show such a
significant correlation between water storage and temperature.

Next | consider the reason why the water storage is increasing in the Siberian permafrost
region, especially in the Lena river basin. Recent precipitation shows marked increase in the
Lena river basin [Fig. 5.16]. Blue and red curves show monthly and annual precipitation data,
respectively. As precipitation increases, rfiralso increases, and the time series of ffiimothe
Lena river basin [Fig. 5.17] show steady increases. According to lijima et al., [2009], increased
precipitation enhances soil temperature, and their in-situ observation confirmed such increases
at points near Yakutsk in eastern Siberia. They suggested the two mechanisms to increase soil
temperature, i.e. (1) higher insulatioffexts of the snow from atmospheric cooling, and (2) the

increased latent heat of wet soil due to increased precipitation.
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Fig. 5.11: Time series of water storage in the Lena (top), Yenisei (middle), Ob (bottom) river
basins from the GRACE data. Blue curves are modeled with linear and seasonal changes. Red
lines show estimated linear trends in individual river basins.
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Fig. 5.13: Inter-annual water storage variation in the Ob river basin
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Fig. 5.14: (Blue) Time-series of water storage since 1990 derived from precipitation, evapotran-
spiration and runfd data in the Lena river basin. (Red) Time-series of global surface temperature
anomaly from NCDC.
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Fig. 5.15: (Blue) Time-series of water storage since 1990 derived from precipitation, evapotran-
spiration and runfd data in the Ob river basin. (Red) Same as Fig. 5.14.
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Sugimoto et al. [2003] reported that the soil was almost saturated with water due to large
amount of summer rains during August in 1999 at a point near Yakutsk by direct field observations.
The current water storage level far exceeds the level in 1999 in the Lena river basin [Fig. 5.14].
Such a behavior might suggest the increase in the water capacity in permafrost. By repeating
freezing and melting, "alas”, a large depression, develops on the soil surface. Visual observations
in Lena river basin tell us the areas of lakes within many alases are expanding for these years

[lijima et al., 2009]. This may contribute to store water on the soil surface.
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Fig. 5.16: Time series of precipitation in the Lena river basin. Monthly and annual precipitations
are shown in blue and red, respectively.

In addition, about 80% of the Lena river basin is covered with continuous permafrost, whereas
the Ob river basin has a permafrost coverage of enB0%[Fig. 5.2] [Papa et al., 2008]. Active
layer is the layer near surface in permafrost that melts in summer and freezes in winter [Fig. 5.18].

Active layer plays an important role to help larch trees grow in such a dry environment. The layer
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Fig. 5.17: Time series of rurfibin the Lena river basin. Rufithas been increasing reflecting
increasing precipitation in this region. Same as Fig. (5.16).

can keep soil water as ice over the winter, and this water can be used by the trees in the next
summer when the amount of rains are iffiient [Sugimoto et al., 2002].

Itis well known that the degradation of the permafrost influences global climate. For example,
thickening of the active layer could trigger the release of significant amounts of greenhouse gases,
e.g. methane, to the atmosphere [Fukuda, 1994]. In this study, | try to discuss how thickening
of the active layer in permafrost influences the environment in terms of terrestrial water storage.
According to the lijima et al., 2009, the active layer has been thickening BY crmyyear from
2003 to 2007. Assuming (i) the volumefidirence between ice and water of 8%, and (ii) saturate
water content in soil{ 1/3), the specific capacity of water storage could increase by up to
1.3mm per year.

In order to see a relation between input paramd®rand output parameter§, andR, |

calculate annual input and outputs in the Lena river basin [Fig. 5.19] and the Ob river basin [Fig.
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Fig. 5.18: The image of active layer in permafrost

5.20]. As shown in Fig. 5.20, sometimes input is higher than output, and output is higher in other
times, keeping natural water balance. On the other hand, input has been higher than output all the
time since 2002 in the Lena river basin. This result may suggest that increased water storage is

caused by not only increased input but also increased water capacity.



)

m
Un
S
S

Lena River P

N
;i
o
1
1

o
o
S
1
1

w
wn
o
|
T

w
o
o

Equivalent water thickness(m

I I I I I I I I I I
1998 1999 2000 2001 2002 2003 2004 2005 2006 2007
Time(year)

Fig. 5.19: The relationship betwe&mand E+R) in the Lena river basin.

Ob River P

)

(9]
(O]
o

500 B
450 - B

400 - i

Equivalent water thickness(mm

350 | | | | | | | | | |
1998 1999 2000 2001 2002 2003 2004 2005 2006 2007

Time(year)

Fig. 5.20: The relationship betwe&mand E+R) in the Ob river basin.

88



89

5.5 Conclusions

Now that GRACE can observe terrestrial water storage directly, it enables us to discuss hydro-
logical dynamics in places which has not been studied adequately such as permafrost regions.
As for seasonal changes, water storage from GRACE gravity data and ground-based data show
good agreement in the Lena and Ob river basins. The agreement was poor in the Yenisei river
basin. This might be due to the water mass concentration at artificial reservoirs because our land
masks are designed to evaluate water storage assuming constant EWT in the basin. In inter-annual
timescales, three Siberian river basins show increasing trend in water storage, comparable to a half
of the glacial mass loss in Alaska. The increase is the largest in the Lena river basin, which would
have been caused by the two factors, i.e. increased precipitation, and increased water capacity. In
the warming earth where ice melting lets sea level rise, Siberian permafrost might play a role to

partially slow down this process by keeping large amount of water on its surface.
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6 Conclusion

Using the GRACE data, | studied inter-annual, seasonal and transient changes in the Earth’s grav-

ity field. | summarize the main conclusions of this thesis as follows:

Chapter 3:Coseismigpostseismic geoid height changes due to the 2004 Sumatra-Andaman

Earthquake

1. Coseismic and postseismic geoid height changes are detected by GRACE in the 2004 Sumatra-

Andaman Earthquake.

2. The postseismic geoid height change is characterized by slow uplift with time constant of

~ 0.6year.

3. The postseismic changes can be explained by pore fltigsibn (and partly by afterslip),

but geoid changes by viscous mantle relaxation will emerge in future.

Chapter 4:Acceleration signals in GRACE time-variable gravity in relation to inter-annual

hydrological changes

1. Significant acceleration and deceleration (quadratic) signals are found in the GRACE data

both in wave number and space domains.

2. The trend of precipitation shows similar pattern to the quadratic changes in the GRACE

data.

3. Spatial patterns of quadratic terms agree fairly well between the GRACE data and hydro-

logical model outputs.
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4. GRACE gravity data can provide independent assessment as to the quality and validity of

the hydrological models for inter-annual applications.

Chapter 5:Seasonal and inter-annual gravity changes in the Siberian permafrost region from

GRACE

1. Significant increases of water storage in the Lena and Ob river basins are found in the

GRACE data.

2. Such increases are due to (1) the increase in precipitation, and (2) expansion of the soll

water capacity.

3. The Siberian permafrost is accommodating large volume of water (a half of the glacial mass

loss in southeastern Alaska) in its soil and on its surface.
4. Permafrost may partly reduce the global sea level rise by acting as a natural reservoir.

The GRACE mission launched in 2002 has made it possible to quantify time-variable gravity
field globally for the first time. This is extremely important for comprehensive understanding of
present day mass redistributions on and in the Earth. It expanded the application of gravity studies
from a tool to study the Earth’s interior to a new sensor to study hydrospheric and cryospheric
dynamics. This "new eye” to see time-variable gravity would help us solve complex geophysical

phenomena in various time and spatial scales.
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