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Nomenclature

- \( C_s \): Sound speed
- \( e \): Electron charge
- \( f \): Frequency in hertz (Hz)
- \( f_1 \): Primary carrier frequency of GPS
- \( f_2 \): Secondary carrier frequency of GPS
- \( G \): Gravitational constant (6.67 \times 10^{-11} \text{ MKS unit})
- \( g \): Gravitational acceleration
- \( k_x, k_y, k_z \): Three components of wave number
- \( m_e \): Electron density
- \( N_e \): Electron density in the upper atmosphere
- \( v \): Velocity (three-component vector)
- \( z \): Vertical coordinate (\( z = 0 \) is surface and positive upward)
- \( \gamma \): Specific heat ratio
- \( \Delta g \): Perturbation to gravitational acceleration
- \( \Delta P \): Surface pressure perturbation
- \( \Delta \rho \): Density perturbation
- \( \zeta \): Ocean surface displacement
4.16.1 Introduction

The atmosphere has been traditionally ignored by seismologists in their analysis of seismograms. Seismologists typically regard the surface of the solid Earth as the upper boundary of the Earth and this boundary is treated as a traction-free boundary. The atmospheric pressure is not zero, however, and the correct boundary condition must reflect the existence of the atmosphere with its diminishing density with height. Strictly speaking, the actual physical upper-boundary condition should be in the atmosphere as the radiation boundary conditions.

Despite this approximate treatment of the surface boundary, seismology has been successful mainly because of two factors. The first is that the impedance contrast at the atmosphere/solid Earth boundary is quite large. Density contrast across this layer is larger than 2000 (1.2 vs. 2700 kg m$^{-3}$) and P-wave velocity contrast is about 20 (300 vs. 6000 m s$^{-1}$). If we take the case of P-waves impinging on the solid surface from below, there is obviously some transmitted P-wave energy, but the majority of the energy is reflected back into the solid media due to this high impedance ratio. Resulting seismograms hardly indicate the effects of the leakage of transmitted energy.

The second important factor is the low mass of the atmosphere. The mass of the solid Earth is $6.0 \times 10^{24}$ kg, while the mass of the atmosphere is only $5.1 \times 10^{18}$ kg. Therefore, phenomena in the solid Earth are affected very little even if we include atmospheric effects in the analysis. It is thus justifiable to ignore the atmosphere and use the free-surface boundary conditions at the solid surface.

But does this mean that there are no benefits to include the atmospheric layer in the analysis? In a nutshell, the purpose of this chapter is to point out that there are many benefits to doing so. We can immediately think of two potential advantages: the first is the possibility of obtaining information on solid Earth processes from analyses of atmospheric waves. It has been pointed out that the eruption of Pinatubo volcano in 1991 generated air-coupled waves that provided information on the nature of the eruption process. Second, some earthquakes have been known to generate Rayleigh wave-coupled airwaves, which provide quantitative information on excitation source processes. These examples are analogous to the use of tsunami for the study of earthquake source process, because even though tsunami themselves are mostly confined to the liquid layer (ocean), their waveforms often provide information about the rupturing process on an earthquake fault. Analyses of atmospheric waves have not been as useful as analyses of tsunami so far, but more careful studies of atmospheric waves may lead to useful applications to understanding solid Earth processes.

Another benefit comes from the analysis of seismic noise. Most seismic noise in seismograms is generated by interactions between the solid Earth and the atmosphere or the ocean. In the past 10 years, such noise was shown to be practically useful because we can recover Green’s functions between any pair of stations using a cross correlation technique. Its application to Earth structure study is under way: Seismic noise can provide surface wave dispersion curves between two stations and promise to provide results that were not available from earthquake data. The cross correlation technique also provides information on the flow (direction) of propagating seismic energy, thereby providing potential information about the source location of noise, which was not possible to determine before.

This chapter consists of two main parts: In the first part, we will describe the nature of seismic noise and Green’s function cross correlation technique. We will review the study of seismic noise and how noise illuminates our understanding of atmosphere–solid Earth interactions. Since the atmosphere and oceans are strongly coupled and often not separable, the oceans are involved in many of these processes.

In the second part, we will discuss the effects of transient sources in the solid Earth such as earthquakes, volcanic eruptions and large atmospheric explosions, and their resulting effects in the atmosphere. These events radiate energy in various types of waves, such as seismic waves in the solid Earth, tsunamis in the oceans, and internal waves in the atmosphere. Dynamic coupling allows the transmission of a part of the wave energy across the Earth surface, hence the generation of atmospheric, ocean, or tsunami waves from sources external to their respective domains. Sources of such coupled waves include (1) atmospheric explosions, natural (meteors and volcanoes) or man-made, (2) earthquakes, and (3) sonic booms from supersonic jets (Concorde and Space Shuttle). Some notable effects observed after the great Sumatra–Andaman earthquake will also be discussed.

The first and second parts take two different views on modeling the source–medium relationship. The first part follows the view that seismic waves generated by atmospheric effects are generated by surface atmospheric pressure variations. The Earth is basically separated into two distinct media in contact. In this view, generation of acoustic/ gravity waves in the atmosphere by sources in the solid Earth is mainly by vertical surface displacement. On the other hand, the second follows the so-called full-coupling approach; there is no artificial boundary between the atmosphere and the solid Earth, and the whole Earth is treated as a single medium. Normal modes are the normal modes of the whole system, and propagating waves cross the atmosphere–solid Earth boundary just like other boundaries inside the Earth. The approach in the first part is an approximation in comparison with a more holistic approach in the second part, but it seems to hold well and tend to provide better physical insights.
4.16.2 Seismic Noise

Peterson (1993) summarized seismic noise characteristics from global distribution of 75 stations. One of the most frequently quoted results from this study is the parameterized model called the new low-noise model (NLNM). Figure 1 shows a plot of this model in the form of acceleration power spectral density. This model has often been used as a reference in the discussion of seismic noise studies.

From the perspective of a seismologist, one of the main features in Figure 1 is the existence of a low-noise frequency band from 2 to 20 mHz (millihertz). Existence of this low-noise band explains why analyses of long-period body and surface waves have been successful in the past few decades as these waves exist in this low-noise band (1 mHz–10 Hz). Detection of small amplitude waves has been possible because of this low-noise characteristic, which is not as easily done outside this frequency band.

From the perspective of a scientist interested in the atmosphere–solid Earth interactions, Figure 1 shows three prominent peaks; from the low-frequency end, they are (1) the low-frequency peak below 0.1 mHz, whose peak is outside the range of this plot but the decreasing trend with frequency up to about 2 mHz is clearly recognized, (2) a small peak or a bump at about 7–10 mHz (denoted as hum in this figure), and (3) large amplitude peak(s) at 0.1–0.2 Hz (microseisms). In this section, we will discuss each of the three peaks from the low-frequency end, particularly focusing on the question which components in the Earth system interact to create these peaks.

The model NLNM was derived from vertical component seismographs but are confined to shallow depths and local regions. In this chapter, noise in horizontal components will not be discussed.

4.16.2.1 Low-Frequency Peak: Atmospheric Effects

Seismic noise below 2 mHz increases toward lower frequencies (Figure 1). This is a global feature that has been confirmed repeatedly from long-period seismographs and gravimeters.

4.16.2.1.1 Cause
The main cause of this noise is density changes in the atmosphere. For example, as weather patterns change, density changes occur in the atmosphere. These changes affect the gravitational field and generate small perturbations in gravitational acceleration at the surface of the Earth.

This mechanism was pointed out by Warburton and Goodkind (1977) by analyzing two colocated instruments, a barometer and a superconducting gravimeter. Barometric (surface pressure) data represent an integration of density anomalies along a vertical column above a station:

$$\Delta P = \int_0^\infty \Delta \rho g dz$$  \[1\]

where $\Delta P$ is the surface pressure perturbation, $\Delta \rho$ is density perturbation in this formula, and the integration is from the surface of the Earth ($z=0$) to infinity. Effects of atmospheric density perturbations above an observing station can be approximated by a formula similar to the Bouguer gravity formula:

$$\Delta g = 2\pi G \int_0^\infty \Delta \rho dz$$  \[2\]

where $\Delta g$ is the perturbation to gravitational acceleration and $G$ is the gravitational constant. Since $g$ does not vary very much near the surface, barometric data and gravity data are related, to a good approximation, by

$$\Delta g = \frac{2\pi G}{g} \Delta P$$  \[3\]

Warburton and Goodkind showed that colocated gravimeter data and barometric data correlate with coefficients close to a value predicted by $2\pi G/g$.

There is, however, an assumption in using the Bouguer gravity formula; in applying this formula, density perturbation in the atmosphere is assumed to be shaped like a disklike pattern, and density variations laterally away from the station location (in latitude and longitude) do not affect the gravitational acceleration very much. More careful evaluation of such effects, using a meteorologic simulation model, showed that deviation from this formula is small (Boy et al., 1998; Hinderer and Crossley, 2000).

Changes in the atmospheric pressure also cause deformation of the elastic Earth as a surface load. Correction due to this effect is usually added to the aforementioned formula in the analyses (Crossley et al., 1995; Merriam, 1992; Niebauer, 1998; Spratt, 1982; Van Dam and Wahr, 1987; Warburton and Goodkind, 1977). This effect is not negligible and in fact was claimed to be larger than the previously mentioned effect in earlier period of seismic noise study (Sorrells, 1971; Sorrells et al., 1971). But it is smaller than the right-hand side of the aforementioned formula.
A clear demonstration of atmospheric pressure effects at the time of a cold front passage was documented by Müller and Zürn (1983), and some careful quantitative computational analysis was reported by Rabbel and Zschau (1985).

Figure 2 shows the evidence of correlation between gravity data and surface pressure data after the removal of tidal signals from gravimeter data. The original gravity record (top) is dominated by tidal signals, but after their removal, the middle trace is obtained. This time series matches the barometric data at the bottom closely, indicating peak-to-peak correlations between the middle trace and the bottom trace.

4.16.2.1.2 Turbulence
While it seems that the correlation between gravity (ground motions) and surface pressure data is good as shown in Figure 2, the correlation coefficient hovers around 0.5 and never becomes close to one. The uncorrelated part of the signal may be due to additional forces, such as wind stress (Reynolds stress) in atmospheric turbulence, which dominates the frequency range above 1 mHz (Tanimoto, 1999). Frequency dependence of surface pressure in this frequency band shows the $1/f$ behavior as observed spectra in Figure 3 show (e.g., Tanimoto and Um, 1999). This $1/f$ behavior is consistent with the prediction by the theory of turbulence with the Kolmogorov-type scaling relation (Landau and Lifshitz, 1987; Tennekes and Lumley, 1971) and directly supports the importance of turbulence in this frequency band.

4.16.2.1.3 Reduction of seismic noise
Existence of the previously mentioned mechanism suggests that, if a seismic/gravity instrument is colocated with a barometer, one can reduce the level of noise considerably by taking advantage of this correlation. For analyses of tidal and lower-frequency data, this has become a common practice since the study of Warburton and Goodkind (1977). For seismic data, especially for normal-mode studies (about 1 mHz and above), Zürn and Widmer (1995), Beauduin et al. (1996), and Roult and Crawford (2000) showed significant noise reduction. These studies showed that noise level below 1 mHz can be made lower than the model NLNM by this correlation technique.

**Figure 2** (Top) Original gravity signal from Warburton and Goodkind (1977). Data were recorded by superconducting gravimeter. (Middle) Gravity signal after tidal signal removal. (Bottom) Barometer signal, which correlates well with the trace in the middle.

**Figure 3** Barometric data (pressure) from five stations in North and South America. Analysis was performed for 20-day-long signals and spectral amplitudes were averaged over 0.2 mHz range. Solid circles denote $1/f$ trend.
4.16.2.2 Hum

The second peak denoted by hum in Figure 1 was identified as a broad peak by Peterson (1993). It was shown later that this peak is associated with multiple modal peaks, primarily on the left-hand side of its maximum. Figure 4 shows an example from data in this frequency range, obtained from global network data by averaging 11 stations located at various parts of the world. The bottom panel is an enlarged figure within the small box in the top panel and shows that modal peaks exist for the frequency range between 2 and 7 mHz. They are shown to match the eigenfrequencies of fundamental spheroidal modes almost exactly, as the eigenfrequencies for the preliminary reference Earth model (PREM; Dziewonski and Anderson, 1981) are drawn in the bottom panel by vertical lines. These continuously excited modes are all fundamental spheroidal modes and do not seem to contain any overtone lines. These continuously excited modes are all fundamental spheroidal modes and do not seem to contain any overtone lines. They are now commonly referred to as the Earth’s hum.

4.16.2.2.1 Discovery

The discovery of continuously excited modal peaks was made in 1997. A broad peak in Peterson’s model has been noted since 1993, or perhaps even earlier, but the hum was discovered as an independent feature from it. The initial reports were by Suda et al. (1998), Kobayashi and Nishida (1998), and Tanimoto et al. (1998). These and subsequent studies showed that all sites where the noise level is as low as \(10^{-18} \text{ (m}^2 \text{s}^{-3}\text{)}\) in acceleration spectral density (for the frequency band 2–15 mHz) show signals of the hum. Since the global minimum of horizontal noise is an order of magnitude higher than this value, all observations were from vertical component seismograms or gravimeters. The types of seismic instruments that led to these discoveries included broadband seismometers STS-1 and gravimeters with spring sensor (LaCoste–Romberg gravimeters) or superconducting sensors. It was recently shown that seismic data from broadband seismometers STS-2 (with lower pendulum period than STS-1, about 100 s) at the Black Forest Observatory (BFO) in Germany show the hum (Widmer-Schnider, 2003). This may not be surprising, however, since the noise level is as low as \(10^{-18} \text{ (m}^2 \text{s}^{-3}\text{)}\) for STS-2 at this low-noise site. The most important point seems to be that the signal of the hum is observed if the noise level is about \(10^{-18} \text{ (m}^2 \text{s}^{-3}\text{)}\) or less, in unit for acceleration spectral density.

Nawa et al. (1998) reported the existence of the hum in their superconducting gravimeter data at Showa Station in Antarctica. Their report was made before the three papers cited earlier, but the reported results contain peaks from gravity spheroidal modes (angular degree <10) that have not been confirmed independently. In addition, their later study (Nawa et al., 2000a,b) showed that the noise level at this station seems to be much higher than \(10^{-16} \text{ (m}^2 \text{s}^{-3}\text{)}\) for the frequency band 1–5 mHz.

4.16.2.2.2 Seasonal variations

These modal amplitudes display seasonal variations; claims of the predominant 6-month periodicity were made by Tanimoto and Um (1999) from a frequency-domain analysis and by Ekström (2001) from an entirely independent time-domain analysis. A claim for an annual seasonality was made by Nishida et al. (2000), although they claimed that annual signal was dominant and was thus mildly different from the previously mentioned two studies.

Detection of seasonal variations had major implications for the source of excitation of the hum because it basically removed causes in the solid Earth, because phenomena in the solid Earth do not usually have clear seasonal signatures. Up until these discoveries on seasonality were made, slow earthquakes (e.g., Beroza and Jordan, 1990) were considered to be one of the major candidates for the cause of the hum.

4.16.2.2.3 Excitation mechanism

The cause of the hum may be in the atmosphere or in the oceans. The atmospheric excitation was advocated by Kobayashi and Nishida (1998), Tanimoto and Um (1999), and Fukao et al. (2002). In these papers, pressure fluctuations in the turbulent atmosphere were postulated as the cause. Modal amplitudes of individual peaks were shown to be explained by the atmospheric excitation model. But there was an uncertain part in this scenario, particularly on the correlation length in atmospheric turbulence within the frequency band (2–7 mHz range). This was critical because the excitation of modes by turbulent atmosphere is proportional to this parameter (Goldreich and Keeley, 1977; Tanimoto, 1999). The atmospheric excitation mechanism was advocated by assuming that this correlation length was about 1 km or larger.
for the frequency band 2–7 mHz. This correlation length has not been confirmed by observation, although the existence of turbulent boundary layer of thickness 1 km seems to imply that it may be a viable candidate.

In addition to this uncertainty in source strength, the atmospheric excitation hypothesis does not provide a good reason for the existence of the broad noise peak between 3 and 15 mHz. In both Tanimoto and Um (1999) and Fukao et al. (2002), this broad spectral peak was assumed to be caused by an unknown background noise, and only the modal peaks above this background noise were modeled by the atmospheric pressure variations at the surface.

The oceanic excitation hypothesis was advanced by Rhie and Romanowicz (2004) and Tanimoto (2005). Rhie and Romanowicz (2004) used seismic array data and located the sources of Rayleigh waves (noise) using two arrays in Japan and California. They found the excitation sources to be in the oceans, especially in the midlatitude bands (30°–60°) in the northern and southern hemispheres. They also claimed that source locations switched rather abruptly between the northern and southern hemispheres. This feature seems to be compatible with general patterns of storm behaviors, although further independent confirmation is desirable.

Tanimoto (2005) showed that the overall spectral shape of the hum, the modal peaks, and the broad spectral peak depicted in Figure 1 (3–15 mHz) can be explained by a single mechanism if the oceanic infragravity waves were the cause. A rather ad hoc feature in the atmospheric excitation hypothesis, which has to find separate causes for modal peaks and for the broad spectral peak, can then be avoided. Nishida et al. (2005a,b) argued that it may still be possible to create this broad peak by atmospheric effects, but a detailed mechanism is still missing in the atmospheric excitation hypothesis.

One of the uncertainties in the oceanic excitation hypothesis lies in our lack of knowledge on the oceanic infragravity waves. A limited number of observations (e.g., Watada and Masters, 2001) are now supplemented by new observations. Also, some new understanding as to the generation of infragravity waves from ocean swells is emerging from observation (Dolenc et al., 2008). Although there have been some studies on the oceanic infragravity waves (Bromirski and Gerstoft, 2009; Dolenc et al., 2008; Okihiro et al., 1992; Traer et al., 2012; Webb et al., 1991) and many results point to near-coastal generation of waves, a comprehensible, total picture of the generation mechanism seems to be missing. This is still an unresolved question.

Satellite ocean-wave data provide semihemispheric switching of activities, as shown in Figure 5. Ocean waves occasionally reach 10 m or more in high-activity regions, which generates pressure perturbations higher than surface atmospheric pressure. This behavior seems to explain the 6-month periodicity naturally as well as source locations of Rayleigh waves observed by Rhie and Romanowicz (2004). This satellite evidence does not necessarily prove the oceanic excitation mechanism for the hum because strong atmospheric winds are associated with these ocean-wave behaviors and the atmosphere also contains 6-month periodicity. There is clearly an inherent difficulty in the argument of atmospheric versus oceanic excitation because the atmosphere and the oceans are coupled in almost all scales.

It is most likely that the next breakthrough will come from an improved understanding of ocean gravity waves (e.g., Bromirski and Stephen, 2012; Bromirski et al., 2010; Uchiyama and McWilliams, 2008), although it may take some years.

### 4.16.2.4 Ubiquitous Rayleigh waves

One of the most important notions developed in these studies is that the energy associated with the hum, for the entire frequency range 3–15 mHz, consists of Rayleigh wave energy. From observation, Nishida et al. (2002) showed that signals between 2 and 20 mHz have similar phase velocities to Rayleigh wave phase velocities predicted by the PREM (Dziewonski and Anderson, 1981). Nishida et al. (2009) performed tomographic inversion from surface wave data retrieved by an application of the cross correlation technique to noise data. The results confirmed consistency with previously derived tomographic results from earthquake data. Tanimoto (2005) showed that the whole spectra in this frequency band can be synthesized by normal-mode summation of spheroidal modes, potentially excited by the oceanic infragravity waves, thereby indicating that they are Rayleigh waves.

While Love waves seem to share some fraction of seismic noise, our understanding of it lags as it is hard to analyze horizontal component data.

### 4.16.2.3 Microseisms

It has been noted since the early twentieth century that the most obvious and perhaps annoying noise in seismograms is the microseisms with the peak frequency at about 0.1–0.4 Hz (Figure 1). Amplitudes of this noise were so overwhelming that, before the development of high-dynamic-range digital seismic instruments, seismologists recorded seismic waves separately for high-frequency range (above about 0.5 Hz) and for low-frequency range (below 0.1 Hz) in order to avoid this microseismic noise. World-Wide Standard Seismograph Network, which played the central role for the development of global seismology from the 1960s to 1980s, had such separate (short-period and long-period) instruments.

Modern instruments with high-dynamic-range and digital recordings removed such a cumbersome recording procedure (Wielandt and Stein, 1986). They record seismic signals from about 1 mHz to 10 Hz using the same sensor. A benefit of such recording procedure is that microseisms are now recorded continuously and this has raised interest among some seismologists since they can now analyze microseism data based on modern high-dynamic-range digital data.

#### 4.16.2.3.1 Nature of waves

A large fraction of secondary microseisms consist of Rayleigh waves with smaller fraction of Love wave energy. This was shown by Lee (1935) and Haubrich et al. (1963) by particle motion analysis, which indicated a characteristic retrograde elliptical particle motion. Later, array analysis (Capon, 1972; Lacoss et al., 1969) showed that some higher-mode energy and Love wave energy were mixed in the signals. Earlier, Gutenberg (1958) also discussed two types of microseisms, apparently referring to predominant Rayleigh waves and occasional S-waves. From modern three-component data, it is easy to confirm the dominance of Rayleigh waves in microseisms.
from phase velocity measurements from array observations (Capon, 1972; Lacoss et al., 1969) or from phase-shift observations between horizontal and vertical components, which indicate mostly 90° phase shifts.

Primary microseisms, whose frequency band is about 0.07 Hz, seem to contain a larger fraction of Love waves. This seems to imply different excitation mechanisms between the primary and the secondary microseisms. The commonly accepted mechanism for the secondary microseisms, the wave–wave interaction, is basically a vertical forcing (Longuet-Higgins, 1950), which excited Rayleigh waves much better than Love waves. The mechanism for the primary microseisms is more likely to be interactions of ocean waves with the solid Earth in shallow oceans and thus contains horizontal forcing through topographic coupling (Saito, 2010).

4.16.2.3.2 Excitation mechanisms

One of the important characteristics in microseisms is the fact that larger amplitudes occur for the double-frequency microseisms (0.1–0.4 Hz) than the primary-frequency microseisms that have the same predominant frequencies with ocean swells (0.05–0.07 Hz). It is still not clear why the double-frequency microseisms have such large amplitudes, but the most widely accepted (basic) mechanism for the double-frequency microseisms is that of Longuet-Higgins (1950). Longuet-Higgins (1950) showed that interactions of two ocean waves in opposite direction can create the double-frequency microseisms through the nonlinear (advection) term in the Navier–Stokes equation. The crux of his theory is that, for surface displacement $z$, pressure perturbation at sea bottom is given by

$$p(t) = \frac{\partial^2}{\partial t^2} \left\{ \frac{1}{2} \zeta^2 \right\}$$

[4]

even when the depth extent of colliding waves, which make surface displacement $\zeta$, does not reach the sea bottom. In fact, this pressure arises as a constant in the Bernoulli equation (Longuet-Higgins, 1950), implying that this pressure occurs at all depths. The bar denotes an averaging procedure over a wavelength. For example, if two ocean waves with the same frequency are propagating in opposite directions,
\[ \zeta(x, t) = a_1 \cos(\omega t - kx) + a_2 \cos(\omega t + kx) \]  

we get  

\[ p(t) = -pa_1 a_2 \omega^2 \cos(2\omega t) \]  

from Eqn [4]. This formula contains two important features; first, it shows the occurrence of double-frequency pressure variations. These double-frequency pressure variations at sea bottom generate the double-frequency microseisms. Second, this formula shows that if there exists a unidirectional propagating wave, say, +x meaning \( a_2 = 0 \), this pressure term goes to zero because it is proportional to \( a_1 a_2 \). The double-frequency pressure variation requires existence of colliding waves. This mechanism was experimentally confirmed by Cooper and Longuet-Higgins (1951). Phillips (1977) showed a derivation of the same formula from the Navier–Stokes equation by carefully analyzing the vertical momentum balance.

It should be noted, however, that this derivation was made for an incompressible fluid. Compressibility of the ocean is important for the dominant, secondary microseisms (Longuet-Higgins, 1950).

Hasselmann (1963) cast the problem in a more general context, expressing the ocean wave field as a wave number integral and then showing that the predominant term is equivalent to the Longuet-Higgins formula. Normal-mode excitation analysis of seismic wavefields by nonlinear interactions of ocean waves also showed recently that the Longuet-Higgins pressure formula naturally arises from the analysis (Tanimoto, 2007a).

The excitation mechanism for the primary microseisms should be different from the secondary microseisms. Their characteristics are the following: (i) they have the same frequency with ocean waves and (ii) there seems to be a larger fraction of Love waves than secondary microseisms (Friedrich et al., 1998). These characteristics suggest that the excitation is more likely to be through the interactions of ocean waves with the solid Earth at sea bottom, for example, through topographic couplings (Saito, 2010).

### 4.16.2.3.3 Source location

While it is clear that the nonlinear interactions of ocean waves are necessary to generate microseisms, there is some confusion as to exact locations of excitation sources. There has been a long debate about near-coastal sources versus pelagic sources (in the deep oceans). Near-coastal sources seem common but there seems to be a strong case for some particular pelagic sources (e.g., Cessaro, 1994; Kedar et al., 2008). What we know for sure is the fact that a source must be in a place where ocean-wave collisions occur.

Close relationship between microseisms and ocean swells near the shore was shown by Haubrich et al. (1963), Bromirski et al. (1999), Cessaro (1994), Gerstoft and Tanimoto (2007), Tanimoto (2007b), and Træt et al. (2012). Bromirski et al. (1999) and Tanimoto (2007b) examined a correlation between microseisms from seismograms and ocean waves from buoy data and demonstrated a high correlation and thus a causal relationship. Cessaro (1994) and Gerstoft and Tanimoto (2007) used array analysis from three separate networks and located the sources of microseisms.

It was often conjectured in early studies of microseisms that storms provide a condition that ocean waves collide from opposite directions near their eyes. If this were true, it could be an example of a pelagic source. Tracking of a storm was done by Santo (1960), Sutton and Barstow (1996), and Bromirski (2001) in order to understand the source process of the double-frequency microseisms. The work by Bromirski (2001) provided the best data set and clearly showed that the dominant source area for the double-frequency microseisms was not in the open ocean, where the highest waves occurred, but was near the coast. It seems therefore that standing ocean waves that occur near the coasts, even at the time of large low-pressure system, are the source of double-frequency microseisms. A similar example was shown by Friedrich et al. (1998). This study performed a careful array analysis of seismic data and reported that the primary microseisms contained more Love waves than the double-frequency microseisms, suggesting that the exciting mechanisms may be quite different between them.

Kedar et al. (2008) presented a fairly strong case for a pelagic source in the North Atlantic Ocean. This was based on a comparison between seismic data and hindcast ocean-wave spectral data from the North Atlantic Ocean. They also claimed that there is a preferential ocean depth range, based on the Longuet-Higgins (1950) theory. The source location of this study is close to one of the two areas, pointed out by Cessaro (1994). The other location was in the northeast Pacific, close to Canada and Alaskan coasts. Other recent studies suggested the existence of pelagic sources are Ardhuin et al. (2011), Hillers et al. (2012), and Zhang et al. (2010).

Schulte-Pelkum et al. (2004) showed a temporary effect of microseismic signals in California caused by ocean waves from the Atlantic Ocean, an evidence for a pelagic source, although occurrence of such phenomena does not seem to be common. Their Atlantic source may have been identical with the source found by Kedar et al. (2008) as this pelagic source seems persistent.

It has also been noted that source area of primary microseisms is often spread out along the coasts, whereas source areas of the double-frequency microseisms appear to be specific locations. This was observed in Europe (Friedrich et al., 1998), on the Atlantic coast (Bromirski, 2001), and on the Pacific coast of the United States (Bromirski et al., 1999; Schulte-Pelkum et al., 2004).

### 4.16.2.3.4 Microbaroms

Microbaroms are atmospheric low-frequency waves, having frequencies close to those of double-frequency microseisms. The similarity of power spectra to those of microseisms suggests that they are of the same origin (e.g., Donn and Naini, 1973; Nishida et al., 2005a,b). Posmentier (1967) presented a theory analogous to the mechanism proposed by Longuet-Higgins (1950), Arendt and Fritts (2000) published a more complete theory, carefully analyzing various types of waves that arise from interactions of ocean waves. A more elaborate derivation was given by Waxler and Gilbert (2006) who analyzed a two-fluid model (air over seawater) for the radiation of acoustic energy by ocean waves. The basic mechanism in these studies is the same with the Longuet-Higgins mechanism for microseism generation and assumes...
interactions of two surface waves propagating in opposite directions. Standing ocean waves near the coast appear to be generating both microseisms and microbaroms.

### 4.16.2.3.5 Implication to past climate

Changes in the climate are likely to be related to ocean-wave behaviors (Bromirski and Duennebier, 2002; Bromirski et al., 1999), which may threaten coastal areas if they become too energetic. However, recovery of past ocean-wave heights from meteorologic data is generally difficult. Grevemeyer et al. (2000) proposed to use activities of microseisms in historical seismograms as a proxy for obtaining information for historical ocean-wave behavior. They reported that the number of high microseismic days increased from 7 to 14 days in the last 50 years and suggested that this may be related to global warming indirectly. While this result should be regarded as preliminary, it is reasonable to expect some correlation, and microseism records may turn out to be a useful source of information for ocean-wave behavior and thus for climate changes.

### 4.16.2.4 From Noise to Structure

One of the current motivations to study seismic noise is its potential use for Earth structure study. Many techniques have been developed, each focusing on different aspects of data; examples include, in historical order, spatial variation of correlation amplitudes, array analysis for Rayleigh wave phase velocity measurements, use of horizontal–vertical amplitude ratios for Rayleigh wave signals, and the two-station correlation technique to recover Green’s functions between a pair of stations. Later, we first discuss the most recent development, the correlation technique to recover Green’s functions in diffuse seismic wavefields, and then discuss other techniques under classification as the traditional methods.

#### 4.16.2.4.1 The correlation technique in diffuse wavefield

The first application of the correlation technique to recover structural information was demonstrated in helioseismology (Duvall et al., 1993). The essence of the technique was to recover travel time versus distance curve for multiply reflected waves through cross correlation of data at various distances. In the case of the Sun, seismic sources are stochastic in time and space, and thus, there are no specific noise sources; it can be anywhere and anytime. Therefore, such a technique was most needed and worked effectively to get the results.

Applications to other fields, such as geophysical exploration (Rickett and Claerbout, 1999) and ultrasonics (Weaver and Lobkis, 2001), followed before seismology adopted it recently (Campillo and Paul, 2003). Theoretical basis to recover Green’s functions from noise was discussed in Weaver and Lobkis (2001). Microseismic data were dominated near the microseismic frequency bands (about period 5–10 s) in earlier demonstrations. The technique was soon applied to local- to regional-scale problems such as Southern California (Sabra et al., 2005a,b; Shapiro et al., 2005). It is now applied to much wider frequency bands (up to 100 s in period) and is also applied to continental-scale structures.

Typical seismic applications first recover Green’s functions by cross correlation of seismograms at two stations. Since data are mainly from vertical components and are dominated by Rayleigh waves, traditional dispersion measurements for group velocity are often used to retrieve Earth structure. Dominance of fundamental-mode surface waves in noise is perhaps unavoidable because the excitation sources are in the atmosphere and the oceans, although there are now some studies that report successful recovery of body wave signals (e.g., Roux et al., 2005b). This is currently a rapidly expanding field and the landscape of the research field is expected to change quickly in a few years.

#### 4.16.2.4.2 Related techniques

Aki (1957, 1965) proposed a method, often referred to as the spatial autocorrelation method (SPAC), to determine the local seismic structure. This technique also uses the cross correlation among stations but specifically uses a coherency between two stations; in a flat layered media, the real part of coherency becomes proportional to a Bessel function (Aki, 1965) from which one can obtain phase velocity. Extension of this approach to an attenuating medium was attempted by Prieto et al. (2009), and some theoretical important aspects of the approach were clarified by Tsai (2011).

Lacoss et al. (1969) showed that an array-based phase velocity measurement is a powerful approach. This is basically a beamforming technique, using array data, and is becoming increasingly popular because of availability of dense seismographic networks. Both SPAC and the beamforming approach are still used at present and an enormous body of literature exists in this area, especially in geotechnical engineering. In geotechnical engineering, the frequency range extends up to 10–20 Hz, exceeding the microseismic frequency band (0.1–0.4 Hz). These studies use not only microseismic signals but also higher-frequency signals generated by other sources and can only be called a cultural noise. A good recent summary of this field was given by Okada (2003).

These traditional techniques have been around 40–50 years, but their practical use may expand as quality and density of seismic instruments have improved recently. We expect to see more use of these methods because there are urgent needs, especially in urban area, to understand near-surface structure as shallow seismic structure plays a critical role for ground motion amplification at the time of major earthquakes.

### 4.16.3 Localized Sources of Interactions

In this section, we will focus on the interaction between the solid Earth and the atmosphere after localized and transient events such as earthquakes and volcanic eruptions.

#### 4.16.3.1 Historical Context

An early example of observations can be traced back to more than a century ago, the eruption of the Krakatoa volcano (Indonesia) on 26 August 1883. After the eruption, coupled
air–sea waves were observed in barographs and tide gages worldwide (Harkrider and Press, 1967). The meteor or comet explosion in Tunguska (Central Siberia) on 30 June 1908 also induced both atmospheric and seismic waves. The latter was similar in amplitude to a $M = 5$ earthquake (Whipple, 1930), although the true source of those waves was an explosion in the air, at an estimated altitude of 8 km (Ben-Menahem, 1975).

The interest for the study of such interactions rose significantly later, during Cold War periods, because atmospheric gravity waves were emitted by nuclear explosions and detection and characterization of such waves became an active research field (Hines, 1972). This led to three major advances during the 1960s. First, a better and efficient theoretical description of internal waves in the atmosphere (Hines, 1960), from the ground up to ionospheric heights, was developed. Second, ionospheric sounding networks capable of monitoring the ionospheric response to those waves (Davies, 1962) were deployed. And third, the occurrence of several major earthquakes (Chile, 22 May 1960, M9.5; Alaska, 28 March 1964, M9.2) revealed the generation of internal acoustic waves in the atmosphere by global Rayleigh wave propagation (Donn and Posmentier, 1964).

More recently, significant advances were made toward a quantitative interpretation and prediction of such coupled phenomena. In particular, new types of atmospheric observations have been made possible by the development of GPS (Global Positioning System) ionosphere monitoring (Calais and Minster, 1998; Mannucci et al., 1998) and by the deployment of the International Monitoring System (global seismological, hydroacoustic, radionuclide, and infrasound network aimed at ensuring compliance with the Comprehensive Nuclear-Test-Ban Treaty). Increased accessibility of numerical computations has also made it possible to refine theoretical modeling of coupled systems (Artru et al., 2004; LePichon et al., 2003).

### 4.16.3.2 Theoretical Preliminaries

#### 4.16.3.2.1 Wave propagation in the atmosphere

After localized events, energy is transmitted in the form of atmospheric internal waves from the surface to the ionosphere. Those waves arise from the interactions of compressional and gravitational forces and are divided into two classes, long-period gravity waves and short-period acoustic waves. The basic physics of acoustic gravity waves was formulated by Hines (1960), and his formalism is now widely used. Let us review the main features of this theory.

We consider an isothermal atmosphere, initially in hydrostatic equilibrium, and include forces from inertia, gravity, and pressure gradients. We assume that disturbances can be regarded as adiabatic process because wave propagation is a sufficiently fast process. We do not include the effects from the rotation of the Earth, and therefore, large-scale tidal and planetary waves are not considered here. We focus on much shorter-wavelength waves.

Let us use the notations that $\rho$ is the density, $p$ is the pressure, $v$ is the neutral gas velocity, $g$ is the gravitational acceleration, and $C_s$ is the constant sound speed. We then have the following three basic equations:

**Conservation of mass:**

$$\frac{\partial \rho}{\partial t} + v \nabla \rho = -\rho \nabla v \quad [7a]$$

**Conservation of momentum:**

$$\frac{\partial v}{\partial t} + v \nabla v = -\frac{1}{\rho} \nabla p \quad [7b]$$

**Adiabaticity:**

$$\frac{\partial p}{\partial t} + v \nabla p = C_s^2 \left( \frac{\partial \rho}{\partial t} + v \nabla \rho \right) \quad [7c]$$

In the equilibrium state, $v_0 = 0$ and both $p_0$ and $\rho_0$ are proportional to $\exp(-z/H)$, where $H = C_s^2/|g|$ is the density scale height and $g$ is the specific heat ratio. Assuming $p_1$, $p_2$, and $v$ are small perturbations with no dependency on the $y$-axis, we may solve the linearized equations as harmonic solutions by assuming that $p_1$, $p_2$, and $v$ are proportional to $\exp[i(\omega t-k_1 x-k_2 z)]$. The full dispersion relation takes the form

$$\omega^4 - \omega^2 C_s^2 (k_x^2 + k_z^2) + (\gamma - 1)g^2 k_z^4 + i\omega g \omega^2 k_z = 0 \quad [8]$$

This equation means that, in the presence of gravity, no solution exists in which both $k_x$ and $k_z$ are purely real and different from zero. Let us assume that $k_z$ is real and seek a solution that propagates in the $x$ direction as a harmonic wave. There are now two possibilities, either $k_x$ is purely imaginary or

$$k_x = k_x^* + \frac{i g}{2c_x^*} = k_x^* + i\frac{1}{2H} \quad [9]$$

The first case ($k_x$ pure imaginary) is appropriate for horizontally propagating surface waves, but it permits no variation of phase with height. The second case is appropriate for traveling disturbances in the atmosphere under the influence of gravity. Thus, the second case is pursued here. The dispersion relation can be rewritten as

$$\omega^2 C_s^2 k_z^2 = \omega^2 - \omega^2 \left( C_s^2 k_z^2 + \frac{g^2}{4C_s^2} \right) + (\gamma - 1)g^2 C_s^2 \quad [10]$$

For a given horizontal wave number, a real solution for $k_z$ exists only when the right-hand side of Eqn [7], which is a second-order polynomial in $\omega$, is positive. The two roots $\omega_1$ and $\omega_2$ define the following three different cases:

- If $\omega_1 < \omega < \omega_2$, $k_z^2$ is purely imaginary. In this case, we can only have waves trapped at the surface propagating only horizontally (Lamb waves).
- If $\omega < \omega_1 < (\gamma - 1)^{1/2}g/C_s$, $k_z^2$ is purely real. This corresponds to the internal gravity wave domain, governed primarily by buoyancy. $\omega_1 = (\gamma - 1)^{1/2}g/C_s$ is the Brunt–Väisälä frequency.
- If $\omega > \omega_2 > \gamma g/2C_s$, $k_z^2$ is purely real. This corresponds to the internal acoustic wave domain, governed primarily by compression. The high-frequency limit of those waves is usual sound wave (with exponential increase in amplitude). $\omega_2 = \gamma g/2C_s$ is called the acoustic cutoff frequency. In the short-wavelength limit, however, the root $\omega_2$ varies as $C_s k_z$.

Typically, $\omega_2/2\pi = 3.3$ mHz and $\omega_1/2\pi = 2.9$ mHz in the lower atmosphere. This classification in acoustic, gravity, and Lamb waves is widely used in aeronomy. It can be extended to nonisothermal models when the scale height is large in comparison with the vertical wavelength. An adaptation of
normal-mode theory to such a nonisothermal model, for the coupled solid Earth–ocean–atmosphere system, has been developed, which allows the simulation of wave propagation for the whole system (Lognonné et al., 1998). The main difference with traditional seismic normal-mode simulation is in the treatment of the upper-boundary condition to reflect the absence of free surface.

Attenuation of waves arises from viscous and thermal dissipations with comparable magnitudes. But except for short-period acoustic waves, attenuation can be neglected up to 100 km of altitude. This is because dominant atmospheric waves that are coupled to Rayleigh waves have frequency content of about 10–20 mHz.

Stronger limitations of this model arise at high altitude because of two reasons; first, amplification with altitude implies that linearized equations will cease to be valid. And second, upward-propagating internal waves eventually reach the ionosphere, where the dynamics is strongly constrained by the influence of magnetic field on charged particles. The ionospheric response to gravity waves is still an object of an extensive literature (Yeh and Liu, 1972).

### 4.16.3.2.2 Frequency–wavelength domains of interest

Seismic, tsunami, and atmospheric waves result from the action of gravity and elastic forces. Significant effects from both types of forces exist for the relevant frequency range (a few tens of millihertz). Figure 6 represents a normal-mode representation of the whole Earth + ocean + atmosphere system (Artru et al., 2001; Lognonné et al., 1998). The range of existence of seismic, tsunami, acoustic, and gravity waves can be clearly identified, and the different areas where they coexist (seismic and acoustic, tsunami, and gravity) mark the potential for coupled waves. Outside those area, the dynamic coupling is limited to interface waves (e.g., Lamb wave in the atmosphere).

Study of atmospheric signals caused by sources in the solid Earth is mostly based on observations at the surface (seismograms, barograms, tides gages, and infrasound arrays) or at high altitudes through the ionospheric response to upward-propagating internal waves. The latter measurement can only concern the acoustic or gravity frequency ranges. In particular, seismic and tsunami waves are much more likely to produce strong atmospheric signals at high altitude than many other natural or artificial sources. This is because, despite the very small size of displacements at the surface, they present a unique combination of frequency and horizontal wavelength range necessary for an efficient coupling with internal waves in the atmosphere. On the other hand, major energy from ocean swell, located in the same frequency range, may induce some infrasonic signal trapped at the base of the atmosphere (Garces et al., 2003), but will not in general induce internal (i.e., upward-propagating) acoustic waves in the atmosphere, because the wavelength is much shorter than for Rayleigh waves (Arendt and Fritts, 2000).

### 4.16.3.3 Observation Techniques

#### 4.16.3.3.1 Surface observation: Seismometer, microbarograph, and hydrophones

Both seismic and pressure sensors have been used to characterize the coupling at the Earth surface. In particular, recent worldwide deployment of infrasound arrays for the International Monitoring System has enabled us to detect atmospheric pressure fluctuations related to solid Earth activity (Figure 7). The frequency band for such instruments is typically between 0.1 and 10 Hz (Mutschlecner and Whitaker, 2005). The noise

---

Figure 6  Domains of existence of waves in the solid Earth, ocean, and atmosphere. This figure represents the set of free oscillation modes obtained using standard Minos software (Woodhouse, 1988) for an Earth model composed of the preliminary reference Earth model (PREM) for solid Earth and US Standard Atmosphere 1976 up to 86 km of altitude. Green dots: seismic spheroidal modes; red dots: ‘tsunami’ mode (corresponding to the 3-km ocean layer in PREM); blue dots: acoustic and gravity mode. As Minos software has a free boundary at the top of the model, some obvious errors exists: the atmospheric mode spectrum is not in general discrete because there is no upper-boundary condition, and furthermore, the lowest acoustic branch shown on this plot would correspond to the nonphysical surface atmospheric mode at the top of the model.
level depends on the wind conditions, from 0.1 to 10 Pa, but it can be reduced by filtering. Those arrays can also be used to determine the azimuth and velocity of the observed signals, which provide information on their origin. Essentially, two types of infrasound signals are observed after earthquakes (LePichon et al., 2002):

- Seismic coupled air waves, essentially a local conversion of seismic wave vertical motion into sound pressure (Donn and Posmentier, 1964).
- Infrasound waves remotely generated. Those can be generated at the epicenter (Bolt, 1964) or backscattered by mountain ranges (Young and Greene, 1982).

In the latter case, infrasounds travel obliquely upward in the atmosphere but are reflected or refracted at various altitudes because of sound velocity variations in the atmosphere (Drob et al., 2003). Such a signal arrives later than the coupled air wave and has different azimuth and velocity. Mutschlecner and Whitaker (2005) showed that amplitude of the observed pressure perturbations depend not only on the epicentral distance and magnitude of the earthquake but also on the stratospheric wind speed, which has a major impact on the propagation of infrasounds.

### 4.16.3.3.2 High-altitude observation: Ionosondes, Doppler sounding, transmission (GPS), and in situ measurements

Detection of acoustic and gravity waves at intermediate altitudes in the neutral atmosphere is not possible due to the absence of in situ measurement and because atmospheric remote sensing generally lacks the resolution that would be needed. However, at higher altitudes, in addition to the exponential amplification of the wave amplitude, the interaction with the local plasma leads to perturbations of the ionosphere that are detectable by using radio sounding techniques.

The ionosphere is the intermediate region between the neutral atmosphere and the magnetosphere, ranging approximately between 60 and 1500 km in altitude. It is a stratified medium, partially ionized by solar radiation (due to ultraviolet light and x-rays). The maximum in electron density is reached between 200 and 400 km of altitude and takes values between $10^5$ and $10^7$ $e^{-1}$ m$^{-3}$ (Figure 8).

Because it is a plasma, the ionosphere has a strong influence on electromagnetic wave propagation. The plasma frequency is the low-frequency cutoff for radio wave propagation and depends on the local electron density $N_e$ as

$$\omega_p = \left( \frac{N_e e^2}{m_e \varepsilon_0} \right)^{\frac{1}{2}}$$

where $e$ and $m_e$ are the electron charge and mass, respectively, and $\varepsilon_0$ is the permittivity of vacuum. Typical ionospheric plasma frequencies range from 1 to 20 MHz and their maximum occurs at the maximum of ionization. Ionospheric sounding techniques are based on measurement of either the reflection of radio waves below the maximum plasma frequency or the refraction delay of higher-frequency signals transmitted across the ionosphere from satellites.

#### 4.16.3.3.2.1 Reflection

For frequencies lower than 10 MHz, waves are reflected by the ionospheric layer whose plasma frequency (Eqn [11]) exceeds the frequency of signal. One type of radio sounding of the ionosphere is vertical sounding (ionosonde), measuring the travel time of a reflected signal as a function of frequency. This provides information on the electron density profile. Doppler sounding is based on the measurement of the Doppler shift of monochromatic signal, sent vertically upward and reflected back to the ground. The frequency shift between the emitted wave and the reflected wave is directly proportional to the vertical velocity of the reflecting layer. Using such ionospheric sounding network, Blanc (1985) gave a review of natural and artificial sources of signals recorded in those ‘ionospheric seismometers.’ Both types of sounding can be either ground-based, probing the
lower ionosphere up to the electron density maximum, or satellite-based (‘top-side sounding’).

4.16.3.3.2 Transmission

For higher frequencies (typically L-band, \(1 \text{–} 2 \text{ GHz} \) and higher), electromagnetic waves can propagate across the ionosphere. Ionospheric refraction induces a delay in the travel time, which depends on the frequency of the signal and on the local plasma frequency (Eqn [11]), hence on the local electron density along the ray:

\[
\delta_{\text{iono}} = \pm \frac{\varepsilon^2}{4\pi^2 m_e e_0 f^2} \int_{\text{ray}} N_e \, dl
\]

Using travel time measurements at two different frequencies gives access to the total electron content (TEC), which is the integral of electron density along a path between a radio transmitter and a receiver. This measurement on TEC has become widely accessible from the development in satellite altimetry and positioning, since it is a key correction required to be applied to those systems. In particular, GPS relies on the accurate measurement of satellite–GPS receiver distances and uses a combination of travel time measurements at two frequencies (L1 and L2, respectively, \(f_1 = 1.575 \text{ GHz} \) and \(f_2 = 1.227 \text{ GHz} \)). Once other sources of error are taken into account (Lanyi and Roth, 1988; Sardon et al., 1994), TEC along the ray can be obtained as a linear combination of the two estimated distances \(\rho_1\) and \(\rho_2\):

\[
\text{TEC} = \int_{\text{ray}} N_e \, dl = \frac{1}{40.3} \frac{f_2^2 - f_1^2}{f_2 f_1} (\rho_1 - \rho_2)
\]

4.16.3.4 Sources in the Solid Earth

Ionospheric perturbations that follow earthquakes have been observed both near the seismic source and at teleseismic distances (Figure 9). The first published observations were related to the Great Alaskan Earthquake in 1964. Using ionospheric sounding networks, Bolt (1964) and Davies and Baker (1965) observed atmospheric perturbations propagating from the...
epicenter region and the ionospheric signatures of the Rayleigh wave propagation at the sounder location.

4.16.3.4.1 Away from the source: Surface waves and tsunamis

4.16.3.4.1.1 Seismic waves

Seismic surface waves have typical group velocity in the range 3–4 km s\(^{-1}\), whereas the sound velocity in the atmosphere is much smaller (340 m s\(^{-1}\)). Therefore, the acoustic wave is sent almost vertically upward and reaches the ionosphere with a delay of 815 min after the passage of Rayleigh waves on the ground. Amplification due to density decrease with altitude can reach 10\(^4\)–10\(^5\), and attenuation is only observed for short-period signal above 100 km of altitude. Large-scale vertical oscillations of the ionospheric layers can be easily monitored using the Doppler sounding networks described in Section 4.16.3.3.2 (Blanc, 1985; Yuen et al., 1969). Figure 10 presents a recent example of such measurements. Although monitoring networks are still sparse, such ionospheric oscillations are currently observed systematically for most M\(\geq\)6.5 earthquakes worldwide.

Using a normal-mode approach, Artru et al. (2001, 2004) and Occhipinti et al. (2010) had modeled oscillations of ionospheric layers induced by surface Rayleigh waves generated by a major earthquake. Their analysis retrieved source parameters from atmospheric events and showed that atmospheric perturbations generated by surface Rayleigh waves may be amplified by a factor of 10\(^3\)–10\(^4\), and attenuation is only observed for short-period signal above 100 km of altitude. Large-scale vertical oscillations of the ionospheric layers can be easily monitored using the Doppler sounding networks described in Section 4.16.3.3.2 (Blanc, 1985; Yuen et al., 1969). Figure 10 presents a recent example of such measurements. Although monitoring networks are still sparse, such ionospheric oscillations are currently observed systematically for most M\(\geq\)6.5 earthquakes worldwide.

Western United States by Ducic et al. (2003) and Garcia et al. (2005) after the 2002 Denali earthquake in Alaska.

4.16.3.4.1.2 Tsunami waves

Tsunami waves are expected to induce a similar type of coupling with the atmosphere; despite their small amplitude compared with ocean swells, they can generate atmospheric gravity waves because of their long wavelengths. A possibility of detecting tsunami by monitoring the ionospheric signature of the induced gravity waves was proposed by Peltier and Hines (1976). They discussed theoretical issues on the coupling and concluded that it is feasible.

Geometry of tsunami–gravity wave coupling is very different from the coupling between seismic and acoustic waves. Tsunami wave is nondispersive, and its velocity depends only on gravity \(g\) and water depth \(d\), as the velocity is given by \(\sqrt{gd}\). From the gravity wave dispersion equation, one can estimate group velocity of the induced gravity wave. Horizontally, it appears to be very close to typical tsunami wave speed, while vertical component is much slower than sound speed (about 50 m s\(^{-1}\)). Depending on the period, it would therefore take from one to a few hours for the gravity wave to reach the ionosphere (in contrast to about 10 min for seismic–acoustic waves). The ionospheric perturbation should be behind the tsunami front, with a delay increasing with altitude. Detailed discussion is given in Occhipinti et al. (2008, 2011).

Early papers that proposed using ionospheric measurements to detect tsunami-generating earthquakes (Najita and Yuen, 1979; Najita et al., 1973) focused on perturbations induced by Rayleigh waves preceding a potentially destructive tsunami. Artru et al. (2005) used ionospheric sounding from a very dense GPS network in Japan (GEONET) to detect the perturbations associated with the arrival of tsunami wave, generated by the 23 June 2001 Peru earthquake. The observed arrival time, wavelengths, and orientation were shown to
fit well with theoretical predictions estimated by a simple simulation (Figure 11).

**4.16.3.4.2 Direct atmospheric waves**

Atmospheric perturbations, observed either at the ground level or in the ionosphere, are often generated away from the measurement location. Propagation of the signal is therefore essentially in the atmosphere. In most cases, the origin of the atmospheric disturbance is the ground motion near an earthquake source (or an underground nuclear explosion). Calais and Minster (1995) detected perturbations in the ionospheric TEC above Southern California after the Northridge earthquake.

![Figure 10](image-url) Seismogram and Doppler sounding record (two altitudes: 168 and 186 km) taken in France after Chi–Chi earthquake. Both traces are band-pass filtered between 1 and 50 mHz.

![Figure 11](image-url) Observed signal for the 23 June 2001 tsunami (initiated offshore Peru): TEC variations plotted at the ionospheric piercing points. A wavelike disturbance is propagating toward the coast of Honshu. This perturbation presents the expected characteristics of tsunami-induced gravity waves and arrives approximately at the same time as the tsunami wave itself.
(M = 6.7, 17 January 1994) using GPS measurements. Davies and Archambeau (1998) developed a direct modeling of these waves for a simple representation of shallow seismic sources, including high-frequency components of the wave-packet and nonlinear effects. Their results confirmed the seismic origin of the signal, observed after the Northridge earthquake.

The displacement field generated at the Earth’s surface produces a piston-like impulse on the atmosphere. Afraimovich et al. (2001) proposed a model for the atmospheric perturbation in the form of ‘shock–acoustic waves.’ Drob et al. (2003), Il-Young et al. (2002), and Virieux et al. (2004) focused on solving the acoustic wave propagation in order to model data from the CIBT (Comprehensive Nuclear Test Ban Treaty) verification network.

Ionospheric disturbances due to direct acoustic waves were observed by a dense GPS array in Japan after the 2003 Tokachi-Oki earthquake (Mw 8.0) (Heki and Ping, 2005). Their apparent propagation velocity was much slower (up to 1 km s⁻¹) and could be easily distinguished from the disturbances of Rayleigh wave origin. The interaction with geomagnetic field produced directivity of their propagation. Heki and Ping (2005) suggested it was southward (northward component was suppressed by geomagnetic field) in the midlatitude region of the northern hemisphere. For this earthquake, Rolland et al. (2010) later identified Rayleigh waves in addition to the direct acoustic waves. Watada et al. (2006) analyzed the microbarograph records collocated with seismometers for periods 10–50 s and observed pressure disturbances caused by the acoustic coupling between the atmosphere and the ground beneath the sensors.

Using the Japanese GPS array, after the 1994 Hokkaido-Toho-Oki earthquake (Mw 8.3), Astafyeva et al. (2009) clearly identified two components with distinct velocity contrast, that is, the faster Rayleigh wave component and the slower acoustic wave component. This 1994 earthquake occurred within the subducting slab. Also, two large earthquakes occurred in the central Kuril arc that had different focal mechanisms, that is, a shallow-angle thrust earthquake in 2006 and an outer rise normal-fault earthquake in 2007. Astafyeva and Heki (2009) studied the coseismic ionospheric disturbances of these three earthquakes and found that their waveforms (e.g., polarity of the initial changes) depended on their focal mechanisms.

### 4.16.3.4.2.1 Other sources of infrasounds
In addition to the coupled surface waves and the direct acoustic shock waves, some atmospheric perturbations related to earthquakes can be observed as scattered waves away from the source. For example, a mountain range can become a source of diffracted infrasound waves at the time of passage of Rayleigh waves (Le Pichon et al., 2002, 2003; Mutschlechner and Whitaker, 2005).

Other ‘solid Earth’ sources of atmospheric infrasounds include avalanches and rockfall (Bedard, 2000), volcanic activity (Graces, 1997), and chemical explosions and mining blasts (Hagerty et al., 2002).

### 4.16.3.5 The Case of the Great Sumatra–Andaman Earthquake
The great (Mw = 9.1) Sumatra–Andaman earthquake and tsunami of 26 December 2004 (Lay et al., 2005) provided a unique opportunity to study solid Earth–ocean–atmosphere coupling. Indeed, by itself, this particularly large thrust event would generate not only seismic waves and their associated atmospheric Rayleigh waves but also direct atmospheric perturbations. In addition, it triggered an exceptionally large tsunami that propagated across the Indian Ocean. Satellite altimetry data detected the open-ocean wave, with peak-to-peak amplitude of 40–50 cm (Song et al., 2005). Tide gauge stations also provided tsunami data, allowing Tanioka et al. (2006) to estimate the rupture process somewhat independently from purely seismic data. The propagation of the tsunami wave across the Indian Ocean lasted several hours, which was enough, according to the tsunami–gravity wave coupling theory described earlier, to generate ionospheric signals. Let us review some recent observations published on the subject.

Le Pichon et al. (2005) and Garces et al. (2005) analyzed infrasound array data. They observed distinct packets of signal arriving successively. The first signal was the pressure perturbation generated at the sensor location by the seismic waves, with horizontal trace velocity greater than 3 km s⁻¹. The second signal was an infrasonic wave train with a mean trace velocity of 0.35 m s⁻¹ and a dominant period of 10 s, associated with infrasound radiated from the epicenter region. The third signal consisted of large coherent infrasonic wave, similar in velocity to the previous train, with a dominant period of 30 s. Back azimuth reconstruction indicated a source area extending from the northern tip of Sumatra to the northern margin of the Bay of Bengal. This source area suggests that those infrasonic waves were generated by the tsunami wave, either through the interaction of tsunami with the shoreline or as tsunami reached shallow water and generated shorter-wavelength signals (a few tens of kilometers, comparable to 30 s infrasound waves). Mikumo et al. (2008) analyzed the very low-frequency acoustic gravity waves using microbarographs around the Indian Ocean and in Japan and compared with synthetic barograms generated for a realistic thermal structure in the atmosphere up to 220 km.

At higher altitudes, ionospheric perturbations related to the Sumatra earthquake and tsunami have been reported as well. Liu et al. (2006a) used Doppler sounding network in Taiwan, monitoring the vertical motion of a specific ionospheric layer, and detected two distinct disturbances interpreted as the Rayleigh waves, then to the direct acoustic gravity waves emitted by the crustal motion around the earthquake. Other works published were based on continuous GPS data (i.e., the detection of perturbation in the integrated electron content of the ionosphere), although the distribution of permanent receivers in the Indian Ocean region was quite scarce at the time. Heki et al. (2006) studied the signals related to the direct acoustic gravity waves from the source region and used such observations to retrieve information on the rupture process, in particular the rupture propagation speed. Using the same GPS stations in Sumatra and Thailand, Otsuka et al. (2006) studied the variations of the TEC perturbations between different stations and interpreted the variations as the consequence of directivity in the ionospheric response with respect to the neutral atmosphere perturbation. DasGupta et al. (2006) reported smooth variations in TEC detected by GPS stations located on the east coast of India without giving yet any specific interpretation on their origin. Iyemori et al. (2005) reported a rather different type of observation, using ground-based
fluxgate magnetometer. They observed localized, long-period geomagnetic pulsations in Thailand shortly after the origin time of the earthquake and speculated that they were due to the resonant interaction of magnetic field lines with the upward-propagating magnetosonic waves emitted from the earthquake area. Changes in geomagnetism were also observed in space: Balasis and Manda (2007) detected 30 s pulsation in geomagnetic field associated with the 2004 Sumatra–Andaman earthquake and the 2005 Nias earthquakes with a magnetometer on board a low Earth orbiter.

Resonant atmospheric oscillation is considered to occur at frequencies 3.7 and 4.4 mHz (Nishida et al., 2000). Choosakul et al. (2009) found that the atmospheric resonance in these frequencies continued for a few hours in GPS-TEC data taken at Phuket, Thailand, after the 2004 Sumatra–Andaman earthquake.

Searching for the ionospheric disturbances related to the tsunami wave propagation, two studies reported some successful observation. Liu et al. (2006b) used GPS data from five permanent receivers in the southern Indian Ocean and detected traveling ionospheric disturbances with the period in the range 10–20 min, with horizontal propagation speed consistent with the theory of tsunami–gravity wave coupling. Occhipinti et al. (2006) took advantage of the simultaneous sea surface height and TEC measurements provided by altimetry satellites Jason-1 and TOPEX/Poseidon, hence giving data in the open ocean, away from possible coastal perturbation. In addition, they were able to perform a direct three-dimensional (3-D) modeling of the tsunami-generated gravity waves taking into account its interaction with the ionospheric plasma. The simulated and observed perturbations agreed remarkably well considering large uncertainties inherent in combined data sets, models, and theories from very different fields of Earth sciences.

Mai and Kiang (2009) showed that the tsunami-driven gravity wave propagated at the same velocity with the tsunami. Hickey et al. (2009) suggested that the tsunami-driven gravity waves may attain vertical displacements of 2–5 km and electron density perturbations up to 100%. Occhipinti et al. (2008) studied the dependence of the ionospheric signatures of tsunami on geomagnetic field. Hickey et al. (2010) simulated the fluctuations in atmospheric airglow by such gravity waves, which were observed later after the 2011 Tohoku-Oki earthquake (see next chapter).

A suite of large earthquakes have followed the 2004 Sumatra–Andaman earthquake. They include the 2005 Mw 8.6 Nias earthquake (Briggs et al., 2006) and the 2007 Mw 8.5 Bengaluru earthquake (Gusman et al., 2010). Ionospheric disturbances by these earthquakes were studied by Cahyadi and Heki (2013) using a GPS network in Sumatra. The 2007 Bengaluru earthquake showed typical ionospheric responses including the acoustic gravity waves propagating northward with atmospheric resonance at about 5 mHz. However, vigorous plasma bubble activities prohibited near-field observation of ionospheric disturbances by the 2005 Nias earthquake (Cahyadi and Heki, 2012). Later, its ionospheric disturbance was observed in far field by the high-frequency Doppler observations and by an over-the-horizon (OTH) radar system in France, called Norstradamus, by Occhipinti et al. (2010). Coisson et al. (2011) studied how tsunami-induced gravity wave signature appears in OTH radar data.

Ionospheric disturbances by the 2006 Kuril, 2009 Samoa, and the 2010 Chile earthquake tsunamis were reported by Rolland et al. (2010) and Galvan et al. (2011) using GPS data taken in Hawaii, the Western United States, and Japan. In April 2012, a large earthquake (Mw 8.6) occurred off the coast of northern Sumatra (Meng et al., 2012). Studying its ionospheric disturbances is important because of its unique focal mechanism, that is, one of the largest strike-slip earthquakes.

4.1.3.6 The Cases of the 2011 Megathrust Earthquakes in Tohoku-Oki, Japan

The 11 March 2012 Tohoku-Oki earthquake (Mw 9.0) was the first M9 class earthquake that occurred where dense geodetic and geophysical sensors were available. A dense network composed of 1200 continuous GPS stations, GEONET (GNSS Earth Observation Network), has been in operation since the 1990s by GSI (Geospatial Information Authority of Japan) and provided spectacular observing results concerning the coupling of the solid Earth, the atmosphere, and the ionosphere. Shortly after the earthquake, rapid reports on various aspects of ionospheric disturbances were published. In the near field, the concentric wave fronts created by internal gravity waves were clearly identified with GEONET stations (Figure 12) (Rolland et al., 2011a,b; Tsugawa et al., 2011), also with additional GPS stations in the Asia-Pacific region (Tsai et al., 2011). Their onset time was earlier than the expected arrival time of the internal gravity waves that propagated from the surface to the ionosphere. This suggests that the wave propagated first as acoustic waves and excited internal gravity waves in the upper atmosphere. Spatial distribution of the ionospheric disturbances could accurately pinpoint the center of the seafloor uplift. Astafyeva et al. (2011) showed that the first pulse of the disturbance appeared only about 8 min after the earthquake, consistent with the arrival time of the acoustic wave from the surface to the ionosphere. This was well before the tsunami hit the NE Japan coast and indicates that the GPS array is a promising sensor for the early warning system of tsunamis.

By studying the GPS array data from South Korea, Taiwan, and the Japanese GEONET, Chen et al. (2011) found the geomagnetic origin of directivity in the propagation of the acoustic waves in the ionosphere. Liu et al. (2011) identified Rayleigh wave-induced disturbances propagating with a speed of 2.3–3.3 km s\(^{-1}\) using GPS receivers in Taiwan. Rolland et al. (2011a,b) and Galvan et al. (2012) analyzed the GPS data in Japan and identified three propagation speeds in the observed ionospheric disturbances and attributed them to gravity waves induced by tsunami (200–300 m s\(^{-1}\)) and direct acoustic waves (1000 m s\(^{-1}\)) and those excited by the Rayleigh waves (3400 m s\(^{-1}\)). Far-field data of the tsunami-induced ionospheric disturbances were, for the first time, observed by an airglow camera located in Hawaii (Makela et al., 2011), and Occhipinti et al. (2011) modeled these signals by internal gravity waves.

The atmospheric resonant oscillations were found to have lasted for 4 h by Saito et al. (2011) and Rolland et al. (2011b). They identified the 3.7 and 5.3 mHz oscillations in addition to the dominant 4.5 mHz oscillations, which were consistent with the frequencies of the atmospheric modes (Kobayashi,
4.16.3.7 Sources in the Atmosphere

Atmospheric events that generate infrasounds or gravity waves radiate in some cases enough energy to induce seismic signals through a dynamic coupling, and the inverse energy flow from the atmosphere to the solid Earth can occur. Two main categories are discussed in the succeeding text: volcanic eruptions and sonic booms. The latter include data from the shuttle, supersonic jets, or meteors that enter into the atmosphere.

4.16.3.7.1 Eruptions

Atmospheric waves produced by the Krakatoa eruption in 1883 were observed worldwide by barometric measurements. The propagation of such atmospheric disturbances is similar to those produced by nuclear explosions, and investigations were made in the 1960s to characterize these waves and their impact on the ionosphere (Harkrider and Press, 1967; Row, 1967). Following the eruption of Mount St. Helens in 1980, Roberts et al. (1982) detected a long-lived, large-scale traveling infrasonic disturbance in TEC measurements. Bolt and Tanimoto (1980) reported airwaves in barographic records that circled more than once around the globe.

The eruption of Mount Pinatubo (Philippines) on 15 June 1991 provided a remarkable example of the interaction between the solid and gaseous envelopes of the Earth system. The energy released in several explosions is estimated to be more than 100MT (TNT), generating significant atmospheric pressure waves (see Figure 6). Signals related to these waves were observed worldwide in barographs, ionograms, Doppler soundings, TEC measurements, and seismic data, resulting in multitude of analyses for different data. Igarashi et al. (1994) used the Japanese ionospheric observation network to determine the characteristics of the gravity wave and the associated traveling infrasonic disturbances. Kanamori et al. (1994) investigated the source mechanism of atmospheric oscillations from both barographic and seismographic records. Watada and Kanamori (2009) performed theoretical investigation on the resonance between the atmosphere and the lithosphere for periods 230 and 270 s that may occur following volcanic explosions. Johnson (2003) gave a review of infrasound observations emitted from volcanic eruptions and pointed out that it is useful to distinguish regular seismic signals related to subsurface seismicity from the seismicity associated with gas release.

Just like ionospheric disturbances caused by earthquakes, analysis of GPS-TEC data has been shown useful to study ionospheric disturbances by volcanic eruptions. Heki (2006) inferred the explosion energy associated with the September
2004 eruption of Mount Asama using GEONET data, by comparing the amplitudes of the disturbances with those by a mine blast of known explosion energy (Calais et al., 1998). Later, Dautermann et al. (2009a,b) improved the method to estimate the energy and applied it to the 2003 eruption of the Souffrière Hills volcano in the Lesser Antilles.

4.16.3.2 Sonic boom
Seismic and underwater perturbations induced by aircraft sonic booms have been studied since the mid-1960s (Cook et al., 1972). The frequency range is much higher than those for previously discussed phenomena. It should be noted that these sonic booms are one of the rare examples of controlled sources. The main effects of sonic booms arise in the waveforms of the strain with the shape of the N-wave overpressure and also in air-coupled Rayleigh wave trains following each N-wave transient. Seismic waves generated by the coupling can then propagate, faster than the original shock wave (Ishihara et al., 2003). More recently, the Concordle (LePichon et al., 2003) and the Space Shuttle provided further opportunities of studying those effects (Sorrells et al., 2002). Using seismic records of the sonic boom by the space shuttle Columbia, Kanamori et al. (1991) observed P-wave pulse across the Los Angeles Basin, probably excited through the motion of high-rise buildings in response to the sonic boom. Yamamoto et al. (2011) observed audible sound, infrasound, and seismic data after the reentry of the Hayabusa sample capsule and the fragmented parts of the spacecraft in 13 June 2010.

Sonic boom was also shown to induce ionospheric perturbations through the atmosphere–ionosphere coupling using GPS data (Calais and Minster, 1998). Water vapor in the rocket exhaust causes large-scale electron depletions due to chemical reaction. Because their signatures are dominant in GPS-TEC data (Furuya and Heki, 2008; Ozeki and Heki, 2010), GPS is not necessarily a desirable tool to study acoustic disturbances, especially by ascending objects.

4.16.4 Conclusion
It has been a traditional practice for seismologists to ignore the atmosphere, the outermost layer of the Earth. To a large extent, this has been justified because of its relatively small effect on seismograms.

On the other hand, because of the existence of the atmospheric layer, we receive some benefits. In addition to understanding the causes of noise, which shed some light on the mechanism in the atmosphere–ocean–solid Earth interactions, one of the recent benefits has been the development of the correlation technique that allows us to retrieve Green's functions among pairs of stations. We can now obtain Green's functions for the solid Earth from the portions of seismograms that do not contain earthquake signals. This owes to the existence of noise and the development of theory on diffuse wavefield generated by noise.

Extending the analysis to include the atmospheric layer will increase opportunities to detect signals that are potentially useful for quantitative analysis of solid Earth processes. Volcanic eruption is an obvious process as it directly generates atmospheric waves. Direct tsunami observation is also possible as surface displacement of ocean is not small and there are atmospheric waves that are coupled to this phenomenon. Shallow earthquakes also emit waves into the atmosphere, which may become a useful source of information. We have probably scratched only the surface of a large body of useful phenomena in the atmosphere, and as we develop the understanding of waves in the whole Earth system, we may discover many things that seismologists have missed in the past 100 years.
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